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Chapter 1

Representation Theory Connections to
(q, t)-Combinatorics (19w5131)

January 20 - 25, 2019

Organizer(s): Francois Bergeron (UQaM), Jim Haglund (UPenn), Mike Zabrocki (York Uni-
versity)

In 2007, a workshop was held at the Banff research station entitled Applications of Macdonald polynomials{ﬂ
The focus of that meeting was related to a number of mathematical problems that arose in the roughly 20 years
prior.

That workshop served to highlight some of the directions of research related to the following discoveries.

* In 1988, Macdonald [Mac88] introduced a family of symmetric functions Py(X;q,t) that depended on
parameters g and ¢ and a family of non-symmetric polynomials E,, (X; ¢, ¢) which are a basis for the poly-
nomial ring. An open problem remains to find a combinatorial interpretation for the transition coefficients
K,(q,t) from the Macdonald symmetric functions to a Schur basis.

e In 1994, Garsia, Haiman [Hai94) |GarHai96] stated a series of conjectures related to a symmetric group
representation known as the diagonal harmonics which is the quotient ring of polynomials in two sets of
variables of size n by the ideal generated by the ideal generated by the symmetric group invariants.

* One of the conjectures stated that this space was of dimension (n + 1)"~! (and this was resolved in 2001 by
Haiman [Hai99, [HaiO1l [Hai02| [HaiO2b]), but further investigation into the combinatorics of parking func-
tions by Haglund, Haiman, Loehr, Remmel and Ulyanov [HHLRUOQJ| lead them to ‘the shuffle conjecture’
in 2004, a g, t-combinatorial formula for the graded Frobenius character of the module.

In the last eleven and a half years since that conference, there have been a number of remarkable breakthroughs
related to these and the other research problems highlighted at that conference. A number of exciting connections
have arisen over the last few years between Macdonald polynomials and invariants of torus knots and torus links
[Gorl3LIGN15,IGORS 14, Hag16].

These new connections lead to the development of extensions of the shuffle conjecture to labeled paths that lie
above the diagonal of an m x n rectangle [ALW 14} IGORS14,IGMV 16, |IGM 16} BGLX16|IGLXW15].

In addition, many new questions in this area arose out of the operator realization of the elliptic Hall algebra
of Burban, Schiffman and Vasserot [5,|SV13] that left many open questions and connections to the representation
theory and knot invariants left to be explored [MS| [Ber16].

"https://www.math.upenn.edu/” jhaglund/conf/finalreportbirs07.pdf
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In 2015, Carlsson and Mellit [CM15] proved the shuffle conjecture and shortly after Mellit [Mell16|] proved the
rational shuffle conjecture. This progress resolved a major open problem in the area and caused a shift of research
in this area.

In 2016, Haglund, Remmel and Wilson [HRW 15| discovered a conjecture which proposed a combinatorial
model for the symmetric function expression A, (e,) and called this ‘the Delta conjecture.” In the case that
k = n, the Delta conjecture reduces to the shuffle conjecture, but it currently remains unresolved.

We saw the workshop “Representation Theory Connections to (g, t)-Combinatorics” at BIRS as an opportunity
to re-visit some of the remaining open problems and re-assess what are the most interesting open questions in this
area. The focus of research in the field has shifted in the last decade given that the research leading up to the proof
of the shuffle conjecture uncovered many new connections between representation theory, the elliptic Hall algebra
and knot invariants.

Three of the objectives that were listed in the proposal of this workshop are summarized in the following bullet
points:

1. to connect some of the combinatorial and algebraic methods recently developed with quasi-symmetric func-
tions. [ELW 10, HLMvW11a, BBSSZ14}|As15, [AsSer16, Rob14]

2. consider positivity of symmetric function expressions arising in this context from the perspective of repre-
sentation theoretical constructions [HRW 15, IGORS 14, HRS 1, [HRS2,Rho16,/GHRY]|

3. make connections between symmetric functions, combinatorial formulae, the elliptic Hall algebra and torus
knot invariants. [Ber16,/5,|Gor13,IGN15/Hik14,LW08, MS,IMMR 14, Mel16, Neg13, Neg14,Sch12,[SV13]

We chose to have a small number of presentations and give participants ample time to discuss ideas. The
following is a list of the presentations that we will discuss in summary below.

1. Speaker: Francois Bergeron
Title : Multivariate modules for (m,n)-rectangular combinatorics I and Il

2. Speaker: Adriano Garsia
Title: Some Conjectures with Surprising Consequences

3. Speaker: Matthew Hogancamp
Title: How to compute superpolynomials

4. Speaker: Lauren Williams
Title: From multiline queues to Macdonald polynomials via the exclusion process

5. Speaker: Sami Assaf
Title: Nonsymmetric Macdonald polynomials and Demazure characters

6. Speaker: Brendon Rhoades
Title: Spanning configurations

7. Speaker: Gabriel Frieden
Title: Kostka—Foulkes polynomials at ¢ = —1

8. Speaker: Luc Lapointe
Title: m-symmetric Macdonald polynomials

9. Speaker: Hugh Morton
Title: A skein-theoretic model for the double affine Hecke algebras

We mentioned that the Macdonald polynomials was one of the discoveries that motivated this area of research
and was one of the topics highlighted in in the workshop in 2007. They reappeared in several of the talks in
this workshop. The talk by Sami Assaf was on non-symmetric Macdonald polynomials and their expansion into
Demazure characters using a crystal structure. The talk by Luc Lapointe showed a new approach to the problem of
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finding a combinatorial interpretation for the Macdonald g, t-Kostka coefficients using larger algebras to lift their
structure. The talk by Lauren Williams showed how Macdonald polynomials arise in two combinatorial models,
one called multi-line queues and another was the multispecies asymmetric simple exclusion process.

The talks by Matthew Hogencamp and Hugh Morton explained connections between knot invariants and
q, t-combinatorics and connections with representation theory. In particular, the talk on “how to compute super-
polynomials” discussed a combinatorial technique for Khovanov-Rozansky homology which has led to the com-
putation of the rational ¢, t-Catalan.

A number of the other talks focused on the connections of representation theory and their connections to g, t-
combinatorics. The extension of the shuffle conjecture known as the Delta conjecture appeared tangentially in a
number of the talks. We mention that one of the basic open problems related to the Delta conjecture was to find
a plausible candidate for a module of the symmetric group S,, whose bigraded Frobenius characteristic is given
by the symmetric function side of the Delta conjecture. As luck would have it, organizer M. Zabrocki found such
a candidate (see @ and [Zab19]) the day before the conference, and shared it with the conference attendees,
which led to a lot of interesting discussions and further conjectures. The presentation of Adriano Garsia discussed
the phenomenon (outlined in [Berl6]) of replacing ¢ with ¢ + 1 in a Schur positive symmetric function arising
from ¢, t-combinatorics and the expression is very often positive when expanded in the e-basis. He presented
a growing list of expressions where this phenomenon can be proven. Frangois Bergeron presented a number of
results and broad conjectures about symmetric functions which encode the Gl x S,, character of multidiagonal
harmonics. In particular he proposed explicit modules for which the aforementioned symmetric functions appear
as characters,. This gives a entirely new representation theoretic foundation for the result established by Mellit and
Carlsson which ties together the m x n-rectangular path combinatorics and the elliptic Hall algebra based formulas
appearing in the rectangular compositional shuffle formula (see [BGLX16, HMZ12| [Hic14]]). Not only do these
new symmetric functions open the way to a broad program of research, but they tie together most of the previous
areas of research in the domain, including the Delta conjecture, and suggest many natural generalization. In the
final discussion, it was realized that they also merge nicely with the candidate proposed for the Delta conjecture by
Mike Zabrocki, as well as suggesting generalizations to both the multivariate case and the m x n-rectangular one.

In addition, on the Thursday of the workshop meeting, the afternoon session was devoted to asking participants
to submit a summary of the major open problems in this area. The participants also submitted a written summary
after the meeting which was published on the webpage. While a longer more detailed versions of these problems
appears in the summary on the web page, we provide a summary below that gives a flavor of the mathematics
discussed at this conference.

Presenter: Francois Bergeron
Outline: The probability that a monomial positive symmetric function is actually Schur positive is

1
Hm—n Z)\I—n K)\H .

“Consider the g-analogue of these formulae obtained by replacing the Kostka numbers by the ¢-Kostka polynomials
(or even (g, t)), can we give a natural interpretation of this as a probability of some sort?”

Presenter: Lauren Williams

Outline: Given a matrix M = (m;;) with entries are symmetric polynomials. M is totally Schur positive if each
square sub-matrix has Schur positive determinant. An example of this are the Jacobi-Trudi matrices, but are there
others?

Presenter: Hugh Morton
Outline: Is it possible to create a non-degenerate bilinear form on braids in the torus that can be used to determine
linear independence? What is the HOMFLY skein in this case?
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Presenter: Brendan Pawlowski

Define Stanley symmetric functions, affine Stanley symmetric functions, involutive Stanley symmetric functions
and (finally) affine involutive Stanley symmetric functions. It can be shown that the affine involutive Stanley
symmetric functions have positive coefficients when expanded in the affine Stanley Schur functions, but what
other properties do they have?

Presenter: Peter Samuelson

Outline: The elliptic Hall algebra E, , is an algebra over C(q, t) which was defined by Burban and Schiffmann as a
“universal Hall algebra of elliptic curves over finite fields.” There is an action of E; t—q action on Sym. Question:
Does the action of F,;—, on Sym ® Sym extend to generic ¢t?. The “vertical subalgebra” (generated by the
ug ) acts on Sym (essentially) by Macdonald operators, which are diagonalized by Macdonald polynomials. The
module Sym® Sym has abasis s, of “double Schur functions,” and this diagonalizes the “vertical subalgebra” of
the skein algebra. A positive answer to this question would (presumably) lead to “double” Macdonald polynomials,
which would be indexed by pairs of Young diagrams, so a followup question is “how much of Macdonald theory
carries through to double Macdonald polynomials”?

Presenter: Marino Romero

Outline: In the 1990’s Bergeron and Garsia presented a sequence of conjectures that they labelled Science Fiction
[BG99]. For « a partition, let M,, be the Garsia-Haiman module. One approach to proving the n! conjecture is to
understand why for partitions « and /3 each found by removing a single cell from a larger partition p, then

dim(M, \ Mg) =n!/2.

More generally, the Frobenius image is given by

TyH, — T H 1 - 1 _
Fb(M M):BO“ atp _ b2; —— VA
roboe (Ma \ My Ty — T, 1—1.1; ) et \ioTT )

where H g is the Macdonald symmetric function where T, = H(i en q't?. These conjectures extend to larger
collections of partitions.

Presenter: Mikhail Mazin

Outline: Take m and n relatively prime. There is a bijection between lattice paths which lie below the diagonal
in an n X m rectangle and partitions which are simultaneously m and n cores. There are g, t- countings of both
sides which agree. That is, on the left hand side you have a ¢, t counting of paths below the diagonal in an m X n
rectangle and this is equal to a right hand side of a ¢, ¢ counting of the partitions which are simultaneously m and
n cores.

Consider again the m and n relatively prime and let (M, N) = (dm, dn). The g, t-counting can be naturally
generalized both for lattice paths that stay below the diagonal in an M x N rectangle and for the simultaneous
M, N-core partitions. However, they are not equal anymore. In fact, the set of simultaneous M, N-core partitions
is infinite in the non relatively prime case, and the resulting generating function is not a polynomial, but rather a
power series (a rational function with denominator (1—¢)?~1). Both counts are related to some deep and interesting
mathematics. The paths under the diagonal appear in the compositional Shuffle theorem by Erik Carlsson and
Anton Mellit [CM15]], and simultaneous cores correspond to invariants of torus links.

The open question is what is the precise relation between these two ¢, t-countings in the non relatively prime
case.

Presenter: Gabriel Frieden

Outline: Haglund, Haiman, and Loehr gave a combinatorial formula for the monomial expansion [HHLOS]] One
appealing approach to finding the Schur expansion would be to define a crystal structure on the set of fillings of p
that preserves the statistics maj and ¢nv; the Schur expansion would then be given by the weights of the highest
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elements in the crystal structure. In the case where i has two columns, Haglund-Haiman-Loehr defined a suitable
crystal structure on the fillings [HHLOS].

In the case where p has three columns, Blasiak [2]] recently proved a conjectured rule of Haglund [Hag04] for
the Schur expansion. We propose the problem of finding a maj- and inv-preserving crystal structure on fillings of
partitions with three columns.

Presenter: Francois Bergeron
Outline: For any operator F,, ,,, on symmetric functions coming from the elliptic Hall algebra. Define the operation
Fpn = Finli=1. There is an identity that is simple to state, but begs for a proof:

Fm,n . f = f : (Fm,n : 1)

In other words, an is simply a multiplication operator. This is certainly not the case (in general) for I, ,,.

Presenter: Mike Zabrocki
Outline: Let

Q[X’VHYTL; ®n] = Q[,ﬁbl,aﬁg, ey s Y1,Y2, - - .,yn;91,02, - ,Hn}

be the polynomial ring in three sets of variables, the first two are commuting and the third one is anti-commuting
(and the variables of different flavors commute). The invariants of this polynomial ring (here denoted by Sym,
with Sym™ standing for those that are constant term free) are generated by analogues of the power sums

n n

! !’

TS ~ _ r s

Dr,s = E x;y; and pr g = E 0;x; y;
i=1 =1

for0 <r+s<mnand0 <7’ + s < n. Define the analogue of the diagonal harmonics as
SDCoinv,, := Q[X, Y; 0,]/ (Pros: Drr s/ [0 <7+ 5 <n,0<7r" 4+ 5 <n) .
Based on computational evidence of the Frobenius series, n > 1,
Frob,:,(SDCoinv,,) = A/ (x—cz(€n)s (1.0.1)

€n—1

where e, 1[X —¢ez] =e, 1+ 2en 2+ 2%€, 3+ -+ 2" and A’f(ﬁ#[X;q,t]) = f[B, — 1|H,[X; q,t].

We can make the following interesting further conjecture. Let £,[Q; Z] = 3° , a,[Q]s,[Z] be the symmetric
functions described in Francois Bergeron’s talk on Monday and Tuesday as a symmetric function expression for
the multivariate analogue of the diagonal harmonics, then let

Coinvi* .= Q[x(V,..., x®;01,...,0%)]/ (Sym*)

be the coinvariant space in k sets of commuting variables and k’ sets of anti-commuting variables (such that the
anticommuting variables also anticommute among themselves).
i)

Let @y represent the alphabet g1, g2, - . . , g, to keep track of the degrees in the X 7(1 variables and T} represent

the alphabet ?;,¢2, ..., %) as variables which keep track of the degrees in the @5} ) variables, then we conjecture
that )
Frobg, r,, (CoinvF™) = £,[Qr — £Trr; Z]
fork + k" > 0.
Overview

In 1988 I. G. Macdonald [Mac8§|| introduced a family of symmetric functions with parameters q and ¢ to unify the
treatment of both Hall-Littlewood and Jack symmetric functions. These functions and the operators for which they
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are eigenfunctions have since been shown to have deep connections with diverse areas of mathematics including:
algebra, representation theory, and algebraic geometry; as well as mathematical physics.

In 2007, a workshop was held at the Banff research station entitled Applications of Macdonald polynomials.
The presentations at that time covered the main motivating questions and research on the subject that were then
relevant. Nearly a decade later, research in this area has seen a significant expansion and, while some of the
previously open questions have now been resolved, new and even broader questions have risen.

One of the original motivating open questions about Macdonald’s functions was to find a combinatorial inter-
pretation for the ¢, t-polynomial coefficients when expanded in the Schur basis. To approach this problem Garsia
and Haiman [[GarHai93]] conjectured a bi-graded representation theoretical model for Macdonald symmetric func-
tions. Haiman [[Hai94]] discovered the space of diagonal harmonics as a closely related bi-graded symmetric group
representation. These constructions allowed Haiman to connect Macdonald symmetric functions to the Hilbert
Scheme of n points in a plane [Hai99] and eventually prove [Hai01l [Hai02| [Hai02b] the Schur positivity of both
the Macdonald symmetric functions and a formula for the bi-graded Frobenius characteristic for the diagonal har-
monics. This progress left many beautiful and fascinating algebraic and combinatorial conjectures that still remain
to be resolved (see for instance [BG99, BGHT99]), and others that followed in the years after up to very recently
(e.g. [HHLRUOS, ILWOS, HMZ12, |Ber13) IGN15, [HRW 15, BGLX16]). In short, this original motivating quest
for a combinatorial formula for the Schur expansion of the Macdonald symmetric functions and the Frobenius
characteristic of the diagonal harmonics is still very much open, and it has been expanded in several significant
directions.

One focus of the meeting in 2007 was on the lattice combinatorics which arise in symmetric function expres-
sions involving the operator V [BG99, BGHT99]. At the time of that meeting, the Shuffle Conjecture [HHLRUOS]
was proposed as a conjectural combinatorial expression for the monomial expansion of the Frobenius characteris-
tic of the diagonal harmonics in terms of labeled Dyck paths (alternatively, V acting on an elementary symmetric
function). In 2015 this conjecture was proven [[CM15] and this has caused a shift in the questions that researchers
will next try to answer. This proposal for a meeting dedicated to this subject is timely because the questions that are
now prioritized as being the most important to solve have changed. A number of exciting connections have arisen
over the last few years between Macdonald polynomials and invariants of torus knots and torus links. In a recent
preprint Mellit [Mell6], building on results in his proof of the Shuffle Conjecture with Carlsson, posted a proof
of the Rational Compositional Shuffle Conjecture of Bergeron, Garsia, Leven, and Xin [BGLX16]. This contains
the Shuffle Conjecture as a special case, and also implies a number of nice combinatorial formulas which have
been sought after by other researchers. For example, it implies a conjecture of Gorsky, Oblomkov, Rasmussen,
and Shende J[GORSI4]] giving a purely combinatorial formula, in terms of (g, ¢)-weighted Dyck paths, for the
superpolyniomial of the (m, n) torus knot.

Our intention is to bring together researchers to focus on three main aspects of ¢, t-combinatorics and represen-
tation theory: connections to knot invariants, techniques to obtain Schur positive expansions from quasi-symmetric
function expansions, and the development of representation theoretical models of the ¢, ¢-polynomial expressions.
Many new questions have appeared, some of which are outlined in [Ber16], coming from interesting connections
with an operator realization of the elliptic Hall algebra introduced by Schifmann, Burban, and Vasserot [SV13]].

The following bibliography gives significant indications of the impact of the Banff meeting from 2007, and of
the growth of the community of researchers in this area since then. The wide-ranging expertise now present in this
community contributes to show that this subject would benefit from a focused meeting. Many of the participants
of the previous meeting went on to make important discoveries in the intervening decade. Now that many new
applications and connections have arisen, a new meeting should have even more impact.

Statement of the objectives of the workshop:

Objectives

The main questions in this area of research are often twofold, one more combinatorial and the other more algebraic.
The combinatorial part aims at finding interesting combinatorial interpretations for Schur expansions of symmetric
functions that are calculated in terms of Macdonald polynomials, or of operators for which they are eigenfunctions.
The algebraic counterpart aims to link these combinatorial considerations to representation theoretical interpreta-
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tions, with irreducible representations of the symmetric group encoded as Schur functions. Symmetric function
theory serves as a bridge between combinatorics and representation theory.

A first focus of this meeting will be to connect some of the combinatorial and algebraic methods recently
developed with quasi-symmetric functions. Quasi-symmetric expansions are known for Macdonald symmetric
functions and expressions related to the Shuffle Conjecture and its generalizations. Successful methods exist for
transforming quasi-symmetric expansions to Schur expansions [ELW10| |As15]], but they have not produced an
effective combinatorial interpretation for the Schur coefficients in these expressions. Another approach has lead to
the development of two analogues of the Schur functions in the context of quasi-symmetric functions. One of these
arises from the quasi-symmetric functions constructed from Demazure atoms [HLMvW11b|] and another comes
from a generalization of the Jacobi-Trudi expansion of Schur functions [BBSSZ14]]. Quasi-symmetric function
expansions in either of these bases have the potential of giving the desired Schur expansions. We expect that these
techniques will have wide ranging applications to many other positivity questions related to symmetric functions
[St99| Ber16].

A second focus will be to consider positivity of symmetric function expressions arising in this context from
the perspective of representation theoretical constructions. Notable historical examples are the Garsia-Haiman
modules and the module of diagonal harmonics. This whole portion of the subject has moved into a brand new
direction with recent work on two fronts: combinatorics and knot theory, with the elliptic Hall algebra serving as
a link between the two. The combinatorial perspective corresponds a generalization to the (m, n)-lattice context
of the classical combinatorial setup (which corresponds to m = n + 1). A parallel compelling topic of current
interest in knot invariants is the study of colored Khovanov homology for (m,n)-torus knots. Both subjects have
been shown to have strong connections to Macdonald polynomial theory, and related operators.

Largely through Haiman’s work connecting Macdonald polynomials to the Hilbert scheme [HaiO1], a large
number of bigraded character formulas have recently emerged from math physics, expressed as sums of Macdonald
polynomials with rational coefficients. The goal is to start with these sums and obtain positive Schur expansions
whose coefficients have a nice combinatorial description. In general this program is quite challenging, but we
have already been able to make partial progress, such as obtaining positive monomial expansions similar to those
occurring in the Shuffle Conjecture.

From the mathematical physics side, when the bigraded character formulas are restricted to hook shapes, we
often obtain a formula for a polynomial knot invariant. For example, E. Gorsky has noticed that the expression

< Ven,Zen,khkak > (1.0.2)
k=0

is equal to the superpolynomial knot invariant for the (n 4 1,n) torus knot. By [Hag04],, this polynomial is a
(g, t)-analog of the Schroder number, and can be expressed as a sum over (g, t)-weighted Schroder paths. More
generally, if in (1.0.2) we replace Ve,, by @y, n(—1)", where m, n are relatively prime and the @, ,, operators are
generators for the Eliptic Hall Algebra as discussed in [BGLX14], [BGLX16], then the right-hand-side of
becomes the superpolynomial of the (m, n) torus knot.

Several other related results and conjectures have followed. For example, Elias and Hogancamp have a new
recurrence from which they obtain results on the homology of the (n, n) torus link, conjecturally connecting this to
Vpin through work of Gorsky and Negut. In a preprint on the arXiv, A. Wilson [W 15| has extended some of their
ideas, giving a conjectured combinatorial model for Vp;» in terms of labelled Dyck paths. In addition, a student of
Gorsky has a (g, t)-Fibonacci number which conjecturally models aspects of knot homology, while Arthamonov
and Shakirov have developed ¢, t-Macdonald formulas associated to torus knots in genus two. We hope to bring
together researchers in knot homology and algebraic combinatorics to exploit these exciting connections.

With all these developments as a background it seems very timely to have a meeting in which all these original
approaches will be allowed to interplay. It is reasonable to expect that significant advances in the subject will
follow. This assertion is strongly supported by the eminent success that followed our previous meeting of 10 years
ago.



10

Participants

Assaf, Sami (University of Southern California)
Bergeron, Francois (Université du Québec a Montréal)
Bergeron, Nantel (York University)

Delcroix-Oger, Bérénice (Université Paris Diderot)
Fishel, Susanna (Arizona State University)
Frieden, Gabriel (Université du Québec a Montréal)
Garsia, Adriano (UC San Diego)

Gonzalez, Nicolle (UCLA)

Haglund, Jim (University of Pennsylvania)

Hicks, Angela (Lehigh University)

Hogancamp, Matthew (Northeastern University)
Lapointe, Luc (Universidad de Talca)

Mason, Sarah (Wake Forest University)

Mazin, Mikhail (Kansas State University)

Morse, Jennifer (University of Virginia)

Morton, Hugh (University of Liverpool)

Paget, Rowena (University of Kent)

Panova, Greta (University of Southern California)
Pawlowski, Brendan (University of Southern California)
Pun, Ying Anna (Baruch College)

Qiu, Dun (UC San Diego)

Rhoades, Brendon (UC San Diego)

Romero, Marino (UC San Diego)

Samuelson, Peter (University of Edinburgh)
Schilling, Anne (University of California, Davis)
Warrington, Greg (University of Vermont)
Williams, Nathan (University of Texas - Dallas)
Williams, Lauren (Harvard University)

Zabrocki, Mike (York University)

Five-day Workshop Reports



Bibliography

[AGHRS12] D. Armstrong, A. Garsia, J. Haglund, B. Rhoades, and B. Sagan. Combinatorics of Tesler matrices
in the theory of parking functions and diagonal harmonics. J. Comb. 3 (2012), 451-494.

[ALW14] D. Armstrong, N. Loehr, G. Warrington, Rational parking functions and Catalan numbers
arxXiv:1403.1845

[As15] S. Assaf, Dual equivalence graphs I: A new paradigm for Schur positivity, Forum of Mathematics, Sigma,
Volume 3, 2015. (arXiv:1506.03798)

[AsSer16] S. Assaf, D. Searles, Kohnert tableaux and a lifting of quasi-Schur functions arXiv:1609.03507

[BBSSZ14] C. Berg, N. Bergeron, F. Saliola, L. Serrano, M. Zabrocki, A Lift of the Schur and Hall-Littlewood
Bases to Non-commutative Symmetric Functions, Canad. J. Math. 66 (2014), 525-565

[Ber09] F. Bergeron, Algebraic Combinatorics and Coinvariant Spaces, CMS Treatise in Mathematics, CRC
Press, 2009. 221 pages.

[Ber13] F. Bergeron, Multivariate Diagonal Coinvariant Spaces for Complex Reflection Groups, Advances in
Mathematics, Volume 239 (2013) pp. 97-108. (axrXiv:1105.4358)

[Ber16] F. Bergeron, Open Questions for operators related to Rectangular Catalan Combinatorics,
arXiv:1603.04476.

[BDZ10] N. Bergeron, F. Descouens and M. Zabrocki, A filtration of (g, t)-Catalan numbers, Adv. in Applied
Mathematics 44 (1), (2010) 16-36.

[BG99] F. Bergeron and A. M. Garsia, Science fiction and Macdonald’s polynomials, Algebraic methods and g-
special functions, (Montréal, QC, 1996), CRM Proc. Lecture Notes, vol. 22, Amer. Math. Soc., Providence,
RI, 1999, pp. 1-52.

[BGHT99] F. Bergeron, A. M. Garsia, M. Haiman, and G. Tesler, Identities and positivity conjectures for some
remarkable operators in the theory of symmetric functions, Methods Appl. Anal. 6 (1999), 363-420.

[BGLX14] F. Bergeron, A. Garsia, E. Leven, G. Xin, Some remarkable new Plethystic Operators in the Theory of
Macdonald Polynomials, arXiv:1405.0316.

[BGLX16] F. Bergeron, A. Garsia, E. Leven, G. Xin, Compositional (km, kn)-Shuffle Conjectures, Inter. Math.
Res. Not., Vol. 2016, 4229-4270, doi:10.1093/imrn/rnv272

[BPR12] F. Bergeron, L.F. Préville-Ratelle, Higher Trivariate Diagonal Harmonics via generalized Tamari Posets,
Journal of Combinatorics, Volume 3 (2012) Number 3, pp. 317-341. (arXiv:1105.3738)

[BL] J. Blasiak. Haglund’s conjecture on 3-column Macdonald polynomials. Math. Z., 283(1-2):601-628, 2016.
[BS] I. Burban, O. Schiffmann, On the Hall algebra of an elliptic curve, Duke Math. J., Volume 161, Number 7
(2012), 1171-1231.

11



12 Five-day Workshop Reports

[CLO6] M. Can, N. Loehr, A proof of the q,t-square conjecture, J. of Comb. Th., Series A Volume 113, Issue 7,
October 2006, Pages 1419-1434.

[CM15] E. Carlsson and A. Mellit. A proof of the shuffle conjecture, arXiv:1508.06239, August 2015.

[CL] C. Carré and B. Leclerc. Splitting the square of a Schur function into its symmetric and antisymmetric parts.
J. Algebraic Combin., 4(3):201-231, 1995.

[DGZ13] A. Duane, A. M. Garsia, M. Zabrocki, A new “dinv” arising from the two part case of the Shuffle
Conjecture, Journal of Alg. Comb., Volume 37, Issue 4 (2013), Page 683-715. (DOI: 10.1007/s10801-012-
0382-0)

[EHKKO3] E. Egge, J. Haglund, D. Kremer and K. Killpatrick, A Schroder generalization of Haglund’s statistic
on Catalan paths. Electron. J. of Combin., 10 (2003), Research Paper 16, 21 pages (electronic)

[ELW10] E. Egge, N. Loehr, G. Warrington, From quasisymmetric expansions to Schur expansions via a modified
inverse Kostka matrix, European J. Combin. 31 (2010), no. 8, 2014-2027.

[G92] A. M. Garsia, Orthogonality of Milne’s polynomials and raising operators, Discrete Math. 99, Issue 1-3
(1992), 247-264.

[GarHag02] A. M. Garsia and J. Haglund, A proof of the q,t-Catalan positivity conjecture, Discrete Math. 256
(2002), 677-717.

[GarHagl15] A.M. Garsia and J. Haglund, A polynomial expression for the character of diagonal harmonics, Ann.
Combin., 19 (2015), 693-703.

[GarHai93] A. Garsia and M. Haiman, A graded representation model for Macdonald’s polynomials Proc. Nat.
Acad. Sci. U.S.A. 90 (1993), no. 8, 3607-3610.

[GarHai95] A. Garsia and M. Haiman, A random g, t-hook walk and a sum of Pieri coefficients, J. Combin. Theory,
Ser. A 82 (1998), 74-111.

[GarHai96] A. Garsia and M. Haiman, A remarkable q,t-Catalan sequence and q-Lagrange inversion, J. Alge-
braic Combinatorics 5, (1996), 191-244.

[GHT99] A. M. Garsia, M. Haiman, and G. Tesler, Explicit plethystic formulas for Macdonald q, t-Kostka coeffi-
cients, Sém. Lothar. Combin. 42 (1999), Art. B42m, 45 pp. (electronic), The Andrews Festschrift (Maratea,
1998).

[GHRY] A. Garsia, J. Haglund, J. Remmel, M. Yoo, A proof of the Delta Conjecture when q = 0,
arXiv:1710.07078.

[GHX14] A.M. Garsia, J. Haglund, and G. Xin. Constant Term methods in the theory of Tesler matrices and
Macdonald polynomial operators, Ann. Comb. 18 (2014) 83-109.

[GHXZ16] A. M. Garsia, J. Haglund, G. Xin, M. Zabrocki, Some new applications of the Stanley-Macdonald
Pieri Rules, for Stanley @70 (MIT, June 23-27, 2014).

[GLXW15] A. Garsia, E. Sergel Leven, N. Wallach, G. Xin, A new Plethystic Symmetric Function Operator and
the Rational Shuffle Conjecture att = 1/q, arXiv:1501.00631

[GXZ10] A. Garsia, G. Xin, and M. Zabrocki, Hall-Littlewood operators in the theory of parking functions and
diagonal harmonics, Int. Math. Res. Notices, 2012 (6): 1264—1299. doi: 10.1093/imrn/rnr060

[GXZ14a] A. Garsia, G. Xin, and M. Zabrocki, A three shuffle case of the compositional parking function conjec-
ture, Journal of Combinatorial Theory, Series A 123/1 (2014), pp. 202-238.



Representation Theory Connections to (g, t)-Combinatorics 13

[GXZ14b] A. Garsia, G. Xin, and M. Zabrocki, Proof of the 2-part Compositional Shuffle Conjecture, Progress in
Mathematics (Book 257), Birkhiuser; 2014, 538 pages, pp. 227-257.

[Gorl3] E. Gorsky, g,t-Catalan numbers and knot homology, Zeta Functions in Algebra and Geometry, 213-232.
Contemp. Math. 566 , Amer. Math. Soc., Providence, RI, 2012.

[GM13] E. Gorsky, M. Mazin, Compactified Jacobians and q,t-Catalan Numbers, I, J. of Comb. Theory, Series
A, 120 (2013) 49-63.

[GM14] E. Gorsky, M. Mazin, Compactified Jacobians and q,t-Catalan numbers, 11, J. of Alg. Comb., 39 (2014),
no. 1, 153-186.

[GM16] E. Gorsky, M. Mazin, Rational Parking Functions and LLT Polynomials, J. of Comb. Theory, Series A,
140 (2016), 123-140.

[GMV16] E. Gorsky, M. Mazin, M. Vazirani, Affine permutations and rational slope parking functions, Trans. of
the AMS, 2016, http://dx.doi.org/10.1090/tran/6584

[GN15] E. Gorsky and A. Negut. Refined knot invariants and Hilbert schemes, J. Math. Pures Appl. 104 (2015),
403-435.

[GORS14] E. Gorsky and A. Oblomkov and J. Rasmussen and V. Shende. Torus knots and the rational DAHA,
Duke Math. J. 163 (2014), 2709-2794.

[Hag03] J. Haglund, Conjectured statistics for the q,t-Catalan numbers, Adv. Math. 175 (2003), no. 2, 319-334.

[Hag] J. Haglund. A combinatorial model for the Macdonald polynomials. Proc. Natl. Acad. Sci. USA,
101(46):16127-16131, 2004.

[Hag04] J. Haglund, A proof of the q,t-Schrider conjecture, Internat. Math. Res. Notices 11 (2004), 525-560.

[Hag08] J. Haglund, The q, t-Catalan numbers and the space of diagonal harmonics, University Lecture Series,
vol. 41, American Mathematical Society, Providence, RI, 2008, With an appendix on the combinatorics of
Macdonald polynomials.

[Hagl1] J. Haglund, A polynomial expression for the Hilbert series of the quotient ring of diagonal coinvariants,
Adv. Math. 227 (2011), 2092-2106.

[Hagl6] J. Haglund, The combinatorics of knot invariants arising from the study of Macdonald polynomials,
Recent Trends in Combinatorics, The IMA Volumes in Math. and its Applications, Vol. 159, Beveridge, A.,
Griggs, J.R., Hogben, L., Musiker, G., Tetali, P. (Eds.), 2016, pp. 579-600.

[HHLOS] J. Haglund, M. Haiman, N. Loehr, A Combinatorial Formula for Macdonald Polynomials, J. Amer.
Math. Soc. 18 (2005), 735-761.

[HLMvW11a] J. Haglund, K. Luoto, S. Mason, S. Van Willigenburg, Quasisymmetric Schur functions, J. Combin.
Theory Ser. A, 118 (2011), pp. 463-490. (arXiv:0810.2489)

[HLMvW11b] J. Haglund, K. Luoto, S. Mason, S. Van Willigenburg, Refinements of the Littlewood-Richardson
rule, Trans. Amer. Math. Soc., 363 (2011), 1665-1686. (arXiv:0908.3540)

[HMZ12] J. Haglund, J. Morse, M. Zabrocki, A compositional shuffle conjecture specifying touch points of the
Dyck path, (arXiv:1008.0828v2), Canad. J. of Math. 64(2012), no. 4, 822-844.

[HRW15] J. Haglund, J. Remmel, A. Wilson, The Delta Conjecture, arXiv:1509.07058v2 .

[HRS1] J. Haglund, B. Rhoades, M. Shimozono, Ordered set partitions, generalized coinvariant algebras, and
the Delta Conjecture, Advances in Mathematics, 329, (2018), 851-915.



14 Five-day Workshop Reports

[HRS2] J. Haglund, B. Rhoades, M. Shimozono, Hall-Littlewood expansions of Schur delta operators att = 0,
arXiv:1801.08017.

[Hai9%4] M. Haiman, Conjectures On The Quotient Ring By Diagonal Invariants, J. Algebraic Combin, Volume 3,
Issue 1 (1994), 17-76.

[Hai99] M. Haiman, Macdonald polynomials and geometry, In New Perspectives in Geometric Combinatorics,
MSRI Publications 37 (1999), 207-254.

[HaiO1] M. Haiman, Hilbert schemes, polygraphs, and the Macdonald positivity conjecture, J. Amer. Math. Soc.
14 (2001), 941-1006.

[Hai02] M. Haiman, Vanishing theorems and character formulas for the Hilbert scheme of points in the plane,
Invent. Math. 149 (2002), 371-407.

[Hai02b] M. Haiman, Combinatorics, Symmetric Functions and Hilbert Schemes, Current Developments in Math-
ematics, Volume 2002 (2002), 39-111.

[HHLRUOS] J. Haglund, M. Haiman, N. Loehr, J. B. Remmel, and A. Ulyanov, A combinatorial formula for the
character of the diagonal coinvariants, Duke J. Math. 126 (2005), 195-232.

[Hic10] A. Hicks, Two parking function bijections refining the q,t-Catalan and Schroder recursions, Int. Math.
Res. Notices, Volume 2012, No 16, July 2011.

[Hicl14] A. Hicks, A parking function bijection supporting the Haglund-Morse-Zabrocki conjectures, Int. Math.
Res. Notices, Volume 2014, No 7.

[HL14] A. Hicks and E. Leven, A refinement of the Shuffle Conjecture with cars of two sizes and t = 1/q, J. of
Comb. 5.1 (2014): 31-50.

[HL15] A. Hicks and E. Leven, A simpler formula for the number of diagonal inversions of an (m,n)-Parking
Function and a returning Fermionic formula, Discrete Math. 383.3 (2015), pp. 48-65.

[Hik14] T. Hikita, Affine Springer fibers of type A and combinatorics of diagonal coinvariants, Advances in Math-
ematics Vo. 263, 2014, Pages 88—122. (arXiv:1203.5878)

[KM] R. Kaliszewski and J. Morse. Colorful combinatorics and Macdonald polynomials. arXiv:1710.00801,
2017.

[LWO7] N. A. Loehr and G. Warrington, Square q, t-Lattice Paths and V(p,,), Trans. of the Amer. Math. Soc.,
Vol. 359, No. 2 (Feb., 2007), pp. 649-669.

[LWO08] N. A. Loehr and G. Warrington, Nested quantum Dyck paths and V (s ), Inter. Math. Res. Not. 2008; Vol
2008: article ID rnm157

[LMvW13] K. Luoto, S. Mykytiuk, S. van Willigenburg, An introduction to quasisymmetric Schur functions -
Hopf algebras, quasisymmetric functions, and Young composition tableaux, Springer (2013).

[Mac88] I. G. Macdonald, A New Class Of Symmetric Functions, Publ. LR.M.A. Strasbourg, 372/S20, Actes 20
Séminaire Lotharingien, 1988, 131-171.

[Mac95] I. G. Macdonald, Symmetric functions and Hall polynomials, Oxford Mathematical Monographs, second
ed., Oxford Science Publications, The Clarendon Press Oxford University Press, New York, 1995.

[Mell6] A. Mellit, Toric braids and (m, n)-parking functions, arXiv:1604.07456.
[MMR14] K. Mészaros, A. H. Morales, B. Rhoades, The polytope of Tesler matrices, arXiv:1409.8566.

[MS] H. Morton, P. Samuelson, The Homflypt skein algebra of the torus and the elliptic Hall algebra



Representation Theory Connections to (g, t)-Combinatorics 15

[Negl13] A. Negut, Operators on Symmetric Polynomials, http://arxiv.org/abs/1310.3515

[Negl4] A. Negut, The Shuffle Algebra Revisited, Inter. Math. Res. Not., Volume 2014, issue 22, pages 6242—
6275. http://dx.doi.org/10.1093/imrn/rntl56

[PvW] R. Patrias, S. van Willigenburg, The probability of positivity in symmetric and quasisymmetric functions,
arXiv:1810.11038.

[PR] B. Pawlowski, B. Rhoades, A flag variety for the Delta Conjecture, arXiv:1711.08301.

[Rhol16] B. Rhoades, Ordered set partition statistics and the Delta Conjecture, Journal of Combinatorial Theory,
Series A, 154 (2018), 172-217.

[Rob14] A. Roberts, Dual Equivalence Graphs Revisited and the Explicit Schur Expansion of a Family of LLT
Polynomials, J. Algebr. Comb. (2014) 39, Issue 2, pp 389—428. doi:10.1007/s10801-013-0452-y

[Sch12] O. Schiffmann, Drinfeld realization of the elliptic Hall algebra, J. Algebraic Combin. 35 (2012), no. 2,
237-262.

[SV13] O. Schiffmann, E. Vasserot, The elliptic Hall algebra and the equivariant K-theory of the Hilbert scheme
of A2, Duke Math. J. 162 (2013), no. 2, 279-366.

[Sh] M. Shimozono. Crystals for dummies. https://www.aimath.org/WWN/kostka/crysdumb.pdf,
2005.

[St99] R. Stanley, Positivity Problems and Conjectures in Algebraic Combinatorics, Mathematics: Frontiers and
Perspectives, AMS, 1999, 295-319.

[W15] A.T. Wilson. A weighted sum over generalized Tesler matrices, arxiv:1510.02684.

[Zabl6] M. Zabrocki, A proof of the 4-variable Catalan polynomial of the Delta conjecture,
arXiv:1609.03497

[Zab19] M. Zabrocki, A module for the Delta conjecture, arXiv:1902.08966



Chapter 2

Optimal Transport Methods in Density
Functional Theory (19w5035)
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Organizer(s): Mathieu Lewin (CNRS and Université Paris Dauphine), Paola Gori-Giorgi (Vrije
Universiteit Amsterdam), Brendan Pass (University of Alberta)

What is Density Functional Theory?

An approximation of Schrodinger’s first eigenvalue

Quantum mechanics is a very impressive theory, developed in the beginning of the XX century to describe the
microscopic world. One of its most important achievements is the Schrodinger equation, which allows, in principle,
to predict properties of materials and chemical compounds, including the outcome of chemical reactions. Central
to computational chemistry, solid state physics and materials science is the lowest eigenvalue Ey (a.k.a. ground-
state energy) of the N-electron hamiltonian H,; for given positions X; of the M nuclei with charges Z; (Born-
Oppenheimer approximation),

pe N

M
1 Z,
TLAH 3 It v@ =gy QoD

1<i<j<N ' i=1 a=1

Hel:*

=m2T =Vee
with z;, X; € R?3 and

Ey = miean@,Helm, Ay = {¥ € H'(R* x {1,4});C) : ¥ antisymmetric, ||¥||z2 =1}.
(2.0.2)
Unfortunately, the apparent simplicity of Eq. (2.0.I) is an illusion. Even if this one-line operator is believed to
describe the richness of the microscopic world, it has no known analytical eigenvalue for more than one electron
and one nucleus, and the numerical cost involved to compute approximate solutions for realistic materials and
chemical compounds grows extremely fast with the number of particles in the system. Physicists and chemists are
obliged to turn to approximations, relying partly on empirical considerations.
Density functional theory (DFT), by virtue of its excellent compromise between computational efficiency and
accuracy, is the method of choice for the electronic structure calculations in computational chemistry and solid-
state physics. Invented in the early days of quantum mechanics, DFT uses the one-electron density p(x) (marginal)
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as key variable,
plx) =N Z / |U(x,s1,22, 82, ,;L'N,sN)|2dx2-~-dmN, (2.0.3)
s1sne(tyy TRTTY
to rewrite the infimum in Eq. (2.0.2)) as

Eo = inf {F%‘L[p]-l-/

PERN R3

v(m)p(m)dm} , (2.0.4)

with the set of N-representable densities

RNz{pZO,/ p=N, \/ﬁeHl(Rg)},
R3

and where the (universal) Levy-Lieb universal functional F}*“[p] is defined as

FHE[p] = \pier}iv (U, (BT + Vo)) (2.0.5)

pu=p

DFT only became popular in the 70’s in solid-state physics thanks to the Kohn-Sham (KS) formalism, in which
the functional F}F'“[p] is decomposed as

Fytlp] = *T4[p] + Ulp] + Eqclp]

1 p(@)py) ;.
Ul = 2/R3/]R3 -y Y

is the classical Coulomb energy of the density p and

where

1 N N
T:[p) :min{2Z/Rg Vil = > |l = p, (60 05) = 03, ¢ € H'(R? x{M})},
=1 i=1

is the lowest kinetic energy that can be achieved with /N independent electrons having the prescribed density
p. Since T[p] is a somewhat better understood functional, in this form only the exchange-correlation functional
E,.[p] needs to be approximated. The mother of all models for E,.[p] is the so-called Local Density Approxima-
tion (LDA) where the exchange-correlation energy is taken to be the average over all z € R? of the lowest energy

per unit volume eX°C (p(z)) of an infinite electron gas having the constant density p(z) at this point z € R3:

E,.[p] = /]Rg eHEG [p(z)] dz. (2.0.6)

For a general mathematical presentation of DFT, we refer for instance to 34} 13]].

Kohn-Sham DFT became very popular in the 90’s in chemistry with the introduction of empirical approx-
imations for E,.[p] beyond the local-density approximation (2.0.6). One central idea is to introduce gradient
corrections, taking into account the fact that p is indeed not constant locally. But other improvements have played
an important role, like for hybrids models using a bit of the exact exchange energy in Hartree-Fock theory.

Despite its enormous success, the predictive power of Kohn-Sham DFT is still hampered by inadequate ap-
proximations for near-degenerate and strongly-correlated systems. Crucial examples are transition metal com-
plexes (key for catalysis), stretched chemical bonds (key to predict chemical reactions), technologically advanced
functional materials, and man-made nanostructures.

On the other hand, DFT is a source of difficult mathematical problems, whose resolution requires top-level
mathematical research. This research, in turn, has the potential to influence real applications in Chemistry and
Physics.
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The use of Optimal Transport methods in DFT

The purpose of the BIRS workshop held in January 2019 was to bring together physicists, chemists and applied
mathematicians working on the use of Optimal Transport (OT) methods in DFT. This very fruitful line of
research has emerged very recently and a new community is currently exploring its ability to improve our under-
standing of correlations in Coulomb systems [41]].

Over the last 30 years, the theory of optimal transportation has grown into a fertile mathematical field. It
has many applications, both within and beyond Mathematics, in such diverse fields as economics, meteorology,
geometry, statistics, fluid mechanics, design problems and engineering. An overview of this theory can be found
in the monograph written by the fields medalist Cédric Villani [45].

It was only realized recently by mathematicians [9, 4} 16} [11] that the central problem of finding the lowest
Coulomb energy of N-particle probabilities at given first marginal (a.k.a. the charge density) p(x), appearing as
the A — 0 limit of FFL[p],

Fylolol = VESElpl + O(h),  VETP[pl = inf (¥, VW) 2.0.7)
N
is a multi-marginal optimal transport problem. The infimum on the right side is always attained if the set of
anti-symmetric U’s is enlarged to N-particle symmetric probability measures, having the prescribed marginal p.
Methods in the spirit of optimal transport had however been used before in Physics and Chemistry, in particular
in the seminal works of Seidl [40] and his collaborators [43] 142} 22} [39] on the strictly-correlated electrons (SCE)
model, as well as in the older work of Lieb-Oxford [35] who derived a lower bound on this energy.

In order to address the full complexity of this new field and make significant progress, it seems mandatory
to use an interdisciplinary approach. From the point of view of Chemistry and Physics, it is important to have
a good knowledge of the mathematical properties of the problem, in order to develop new efficient and reliable
approximations. DFT is a quantum theory in which a large part of the quantum effects are well captured by the
Kohn-Sham formalism. Its semi-classical (strongly correlated) limit provides new information on the effects that
are missed by Kohn-Sham DFT. The understanding of this limit is thus essential to develop approximate functionals
that can address strongly-correlated systems. From the point of view of mass transportation theory, the Coulomb
problem in DFT poses new challenges which have the potential to impact other applications. The fact that there
are N prescribed marginals in the Coulomb DFT problem, contrary to the standard OT case N = 2, poses new
mathematical difficulties, which have not yet been completely understood.

This BIRS workshop allowed for very fruitful interactions between different communities: chemists and
physicsts working on DFT and on the quantum many-body problem, mathematicians from optimal transport, math-
ematical physics, probability theory, and numerical methods.

The first challenge in this kind of interdisciplinary workshops is to set a common language. For this reason,
we had scheduled a series of review/introductory talks from experts of the various disciplines. This was extremely
helpful, and was very much appreciated by all the participants. At the end of the workshop we have also organized
a round table, where several perspectives or general strategies have been discussed. Overall, the workshop was a
real success.

Some Highlights and Open Problems

In this section we discuss some important points raised during the workshop, as well as open problems.

Monge or not Monge?

An important question, which has been mentioned several times during the workshop, is to understand when
there are Monge-type N-particle minimizers of the Kantorovich multi-marginal optimal transport problem (2.0.7)).
Monge states indeed can be parametrized by much less variables, leading to a dramatic decrease of complexity
in practical computations. In addition, Monge states have a clearer physical interpretation in terms of “strictly
correlated systems”. This is because in a Monge state the positions xs, ..., xy of N — 1 electrons are completely
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determined by the position z; of the remaining electron. The corresponding probability measure is therefore
typically supported over a space of very low dimension.

The standard method for establishing the existence of Monge solutions for optimal transport problems, which
consists of showing that any Kantorovich solution has Monge structure, fails for multi-marginal problems with
repulsive costs. One issue is symmetry; for N = 3 or more electrons, there is no mapping R? — R3(V-1)
other than the diagonal z — (x,x,....,z) (which is clearly not optimal) whose graph is symmetric under all
permutations, and so the direct Monge ansatz cannot allow for all solutions. Even allowing for symmetrized Monge
states does not capture all solutions, however, as competing interactions can lead to solutions degenerating onto
higher dimensional submanifolds. Therefore, existence of (symmetrized) Monge solutions remains a challenging
open problem.

In his review talk, Luca Nenna has given several numerical examples taken from [2] where minimizers are
Monge or not. No clear intuition of what property of p implies the existence of Monge minimizers has emerged
yet. On the other hand, Gero Friesecke has proposed in his review talk the concept of quasi-Monge states [17]]
which still imply a big decrease of complexity. Those have been proved to be minimizers in a toy model with
discrete marginals but more investigation is required for general marginals.

More generally, it seems important to improve our understanding of the structure, regularity and sparsity prop-
erties of optimal plans for multi-marginal transport problems. Results in this direction for certain cost functions
include [18} 21} 127, 138 136], but repulsive costs, including the Coulomb cost arising in DFT, are much more chal-
lenging. This was explained at length by Liugi De Pascale in his review talk about the theory of multi-marginal
optimal transport.

The challenging semi-classical limit 7 — 0

The second-order asymptotic in 7 of the limit in has been predicted in [24]. It is only recently that the first
order could be fully justified mathematically [9}3,/31}[10]. It has been mentioned several times in the workshop that
establishing the second-order rigorously is an important open problem. This essentially reduces to a semi-classical
limit at fixed density, a very original setting which has never been considered in the mathematical literature, to our
knowledge.

In the same direction, it has been predicted in [23} 24} 25]] that the fermionic nature of the electrons should only
affect the h expansion by an exponentially small error. Providing a proof of this fact is a very challenging open
problem.

Towards a more solid mathematical foundation of DFT

During his review talk, Eric Cancés has summarized our mathematical knowledge about the foundations of Den-
sity Functional Theory. Several important questions remain. This includes for instance the understanding of when
the Kohn-Sham nonlinear eigenvalues satisfy the aufbau principle (that is, are the N first eigenvalues of the corre-
sponding mean-field operator). This problem has already been mentioned ten years ago in [6] and no real progress
has been made in this direction.

The Hohenberg-Kohn theorem is the main mathematical result in DFT. Until recently, it was however plagued
with a missing unique continuation principle for many-particle Schrodinger operators. This problem has been
solved recently by Louis Garrigue in [19, |20] and announced at the conference, but the assumptions on the po-
tentials are not yet optimal. In addition, the magnetic field case and current density functional theories need to be
better understood [28]], as was largely discussed by Andre Laestadius in his talk.

Finally, Jonas Lampart has discussed in his talk the difficulties of giving a mathematical basis to time-dependent
DFT [[15]). It was indeed mentioned several times during the conference that extending the OT limit of DFT to time-
dependent problems is an interesting problem. In particular one should focus on understanding exact properties of
adiabatic kernels. First results in this direction have already appeared in [29, 8]].
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Local Density Approximation and the Homogeneous Electron Gas

We have mentioned above in (2.0.6) the Local Density Approximation which consists in assuming that p is essen-
tially constant locally (in boxes of volume dx) and to replace the local energy per unit volume by that of an infinite
gas having the constant density p(x) in the whole space. Understanding the regime in which the approximation is
valid was the object of several discussions during the workshop. Kieron Burke has mentioned in his review talk
several possible regimes in which he thinks that the LDA must be right. In the classical case 7 = 0, a result of
this kind was recently proved and reported during the conference [33} [13]], for densities rescaled in the manner
p(x/N'/3). Extending these results to the quantum case is an important question.

In Physics and Chemistry, the Homogeneous Electron Gas is always identified with another system, sometimes
called Jellium, where the density is not assumed to be constant over the whole space, but the electrons are instead
submitted to an external positively-charged compensating uniform background. The link between Jellium and
the Homogeneous Electron Gas is uncertain mathematically, especially after it was recently remarked that the
usual proof does not work [32] for the Coulomb potential. In her talk, Codina Cotar has announced the recent
theorem [12] that only the Coulomb potential poses some problems. For any potential in the form |x|™* with
s > 1, Jellium and the Homogeneous Electron Gas have the same ground state energy in infinite volume. During
the round table, Kieron Burke has however insisted on the remark that the values of the densities which matter
in real systems are all above the solid-fluid phase transition of Jellium, hence are in the regime where Jellium
necessarily coincides with the HEG.

A somewhat related question is to better understand the optimal constants in the Lieb-Oxford inequality [35}
321 [44]], which provides exact constraints on the functional F-"[p]. The optimal constant is sometimes believed
to be the low-density limit of the uniform electron gas energy. In his talk, Simone Di Marino has reviewed the
situation and started to explain a work in preparation about the 1D case, which can be fully understood using
optimal transport methods.

Numerical challenges in Kohn-Sham(-SCE)

In his review talk Jianfeng Lu has introduced the Kohn-Sham density functional theory and he has especially
focused on the self-consistent iteration in order to find a fixed point of the Kohn-Sham map. He has also presented
the state of the art concerning the development of fast numerical solvers to solve these very high-dimensional
problems. Concerning some recent developments which have been presented during the workshop we mention the
one by Z. Musslimani [7] who numerically solve KS fixed point equation by mean of a spectral renormalization
method and the preconditioning approach by A. Levitt [30].

Numerics for multi-marginal optimal transport

In his review talk Luca Nenna has presented the three main approaches to solve optimal transport problems and
then he focused on the entropic regularization of Optimal Transport and the Sinkhorn algorithm [} 137]]. However
this kind of approach presents some limitations in the case of multi marginal optimal transport with Coulomb cost
since the computational cost increases exponentially in the number of marginal. This problem can be partially
avoided by a multi-scale approach as the one introduced in [2]. Another kind of promising approaches (which
seems to overcome the computational cost of the number of marginals) has been presented during the session
on the numerical method for multi-marginal optimal transport: the one by L. Ying [26] and the one based on an
approximation of the OT problem via marginals constraints moment by R. Coyaud [14].

Outcome of the Meeting

We expect that the cross-fertilization initiated by bringing together researchers in mathematical physics, optimal
transport, physics and chemistry will have a significant impact on the field moving forward, contributing in par-
ticular to the resolution of many of the open problems described above. Informal discussion with the participants
indicate that one important impact of the workshop will be the integration of the cultures of the various communi-
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ties involved. We expect in particular that mathematicians, through their discussions with physicists and chemists,
will consider problems holding increased physical or chemical relevance.
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Overview

The last few years have seen an explosion of high throughput single-cell technologies for quantifying genetic, epi-
genetic, and RNA expression levels within individual cells, with the technologies for single-cell RNA sequencing
comparatively the most mature. These breakthroughs pave the way for exploring biological systems at an un-
precedented level of details. They allow us to look into inter-cellular variations and interactions and intra-tissue
heterogeneity in biological samples, thus enabling the investigation of many fundamental biological questions far
beyond those that could be tackled by traditional bulk tissue experiments. Single-cell technologies have led to the
developments of novel computational and statistical methods that encompass data preprocessing, modeling and
inference. Despite the progress, there is still much work to be done to meet the challenges and make use of the
opportunities posed by the new data type.

Although there are sessions in statistical and computational biology conferences focusing on single-cell data
analysis, researchers from these fields as well practitioners of these technologies would greatly benefit from a
focused workshop, where it will be possible to exchange ideas, raise new questions and build future collaborations.
Through this workshop, we aim to disseminate cutting-edge technological and computational advancements, to
identify new challenges in data analysis and modeling, to provide a platform for interdisciplinary dialogue and to
help shape future directions for this burgeoning field. The workshop was organized around the following topics:

* Single-cell technology: Experimental techniques and challenges.
* Biology applications based on single-cell technologies.
* Single-cell data analysis.

— Computational and bioinformatics tools for data processing, integration, and visualization.

— Statistical modeling to handle confounding effects, cell-to-cell variations, and intra-tissue heterogene-
ity.
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During the workshop, we brought together both researchers who developed computational and statistical tools,
as well as those who applied computational tools within their own domain, to identify key remaining challenges in
these tools and develop collaborations to solve them. The workshop provided a unique opportunity for biologists,
biotechnologists, statisticians and bioinformaticians to communicate, collaborate and work together to further
advance this important research field.

Single-Cell Technologies

In the past decade, diverse technologies of single-cell experiments have been invented, including single-cell se-
quencing, single-cell transcriptomics, single-cell epigenomics and single-cell proteomics. Different types of ex-
periments involve different technologies/platforms. Specifically, single-cell sequencing and transcriptomics are
both based on the latest high-throughput sequencing technologies. In single-cell epigenomics experiments, se-
quencing techniques are further integrated with other physical/chemical/molecular approaches to monitor cytosine
modification, protein-DNA interaction, chromatin structure, and three dimensional DNA organization. Moreover,
single-cell mass cytometry instruments integrate mass spectrometry and cytometry technologies and enable real
time monitoring of multi-protein targets.

Broad Biological Applications Based on Single-Cell Technologies

These diverse single-cell technologies have profoundly advanced single-cell biology research, from bench to clinic.
In basic biology, all events at the single-cell level are stochastic, and single-cell experiments allow scientists to
quantify and model this stochasticity, and from these models, draw inferences on the relationships between genes
as well as the relationship between a gene and its epigenetic environment. Single-cell experiments allow much
higher resolution in the study of transcriptional regulation. At the tissue level, single-cell experiments allow the
discovery of new cell types and the characterization of known cell types and their relationships to each other. In
clinical practice, single-cell experiments have direct applications, for example, to the quantification of intra-tumor
heterogeneity in oncology and to the tracking of immune cell development in immunology.

Germline genomics and single-cell analysis of brain tumors

Brain cancer is one of the deadliest cancers, for example, GBM has poor clinic outcomes (i.e., with a survival of
1-2 years), low-grade glioma (LGG) with IHD1 wild-type (wt) has poor clinic outcomes as well, however, LGG
with IDH1 mutations (mut) has good survival (i.e., with a survival of 5-6 years). It has been debated for years
whether the LGG is the precursor of the GMB. Dr. Edwin Wang from University of Calgary conducted single-cell
genomic analysis of LGG-IDH (wt), LGG-IDH (mut) tumors and GBM and developed methods to conduct the
analysis. At the same time, Dr. Wang and team members analyzed the germline genomes of the patients. Their
analysis showed that GMB with IDH (wt) and LGG with IDH (wt) have independent origins. Furthermore, they
showed that nature killer (NK) cells play an important role in cancer progression and metastasis. The number of
germline inherited variants affecting NK cell defects are negatively correlated with patient survival. A person who
has high mummer of NK cell genetic defects has much higher chance to get brain tumors.

Single-cell RNA-sequencing of differentiating iPS cells reveals dynamic genetic effects on gene expression

Genetic variation affects human traits and disease risk via myriad pathways, including through changes in gene
expression. Expression quantitative trait locus (eQTL) mapping is a widely-used approach to elucidate such ef-
fects. Dr. Daniel Seaton from The European Bioinformatics Institute leveraged a population-scale human induced
pluripotent stem cell (iPSC) bank to study, in vitro, the effect of genetic variation on gene expression during human
development. By combining single-cell transcriptome sequencing with a pooled experimental design of 125 cell
lines, they assay gene expression variability across iPSC differentiation to two different fates: definitive endoderm
and dopaminergic neurons. This allowed discovery of 1,000s of eQTLs in distinct developmental stages and cell
types. Dr. Seaton and collaborators developed an allele-specific expression-based approach to identify eQTLs
that are sensitive to differentiation and other cellular processes. For example, 800 eQTL effects were dynamic
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across differentiation to endoderm, and these dynamics were generally uncorrelated with overall changes in gene
expression. In sum, their data and methods illustrate the power of combining pooled iPSC lines with scRNA-seq
to simultaneously discover and characterise genetic variants affecting gene expression in differentiating cells.

Effectively comparing publicly available single cell datasets: a case study in glioblastoma multiforme

Glioblastoma multiforme (GBM) is an aggressive form of brain cancer, accounting for 17% of all brain tumours
and it has a poor prognosis. Despite this, the minority of GBMs with isocitrate dehydrogenase gene mutations
have relatively good prognostic outcomes. Microglia and macrophage content of GBMs is widely described as up
to one-third of all the total cells within the tumor. Flow cytometry of IDH-mutant and wild type show more pro-
inflammatory markers in IDH-mutant tumours, but macrophages and microglia cannot be reliably distinguished
with protein markers. To determine the distinct roles of microglia and macrophages, GBM and GBM-IDH mutant
single cell datasets from publicly available on GEO were analyzed, revealing that the immune phenotype of the
good prognosis IDH-mutant GBMs is driven by pro-inflammatory microglia. Challenges in quality control, nor-
malizing, clustering, cell-type labelling and visualizing disparate datasets were addressed in this analysis, as well
the labelling of spectra of behaviour like pro- vs anti-inflammatory.

Understanding gene regulation using single cell RNA-seq data

Single-cell analytics offers tremendous opportunity for studying different levels of gene regulation at single-cell
resolution. Dr. Liu briefly introduced some of their preliminary results for designing computational methods in
understanding cell type-specific polyadenylation, miRNA regulation, as well as cancer drug response prediction.

Single cell transcriptomics and fate mapping of ependymal cells reveals an absence of neural stem cell func-
tion

Ependymal cells are multi-ciliated cells that form the brain’s ventricular epithelium and a niche for neural stem
cells (NSCs) in the ventricular-subventricular zone (V-SVZ). In addition, ependymal cells are suggested to be
latent NSCs with a capacity to acquire neurogenic function. This remains highly controversial due to a lack of
prospective in vivo labeling techniques that can effectively distinguish ependymal cells from neighboring V-SVZ
NSCs. Dr. Stratton described a transgenic system that allows for targeted labeling of ependymal cells within the
V-SVZ. Single-cell RNA-seq revealed that ependymal cells are enriched for cilia-related genes and share several
stem-cell-associated genes with neural stem or progenitors. Under in vivo and in vitroneural-stem- or progenitor-
stimulating environments, ependymal cells failed to demonstrate any suggestion of latent neural-stem-cell function.
These findings suggest remarkable stability of ependymal cell function and provide fundamental insights into the
molecular signature of the V-SVZ niche.

Characterizing cell type-specific responses to stimuli using single cell RNA sequencing

Single cell RNA sequencing (scRNA-seq) technologies are quickly advancing our ability to characterize the tran-
scriptional heterogeneity of biological samples, given their ability to identify novel cell types and characterize
precise transcriptional changes during previously difficult-to-observe processes such as differentiation and cellular
reprogramming. An emerging challenge in scRNA-seq analysis is the characterization of cell type-specific tran-
scriptional responses to stimuli, when the similar collections of cells are assayed under two or more conditions,
such as in control/treatment or cross-organism studies.

Dr. Quon has presented a novel computational strategy for identifying cell type specific responses using deep
neural networks to perform unsupervised domain adaptation. Compared to other existing approaches, ours does
not require identification of all cell types before alignment, and can align more than two conditions simultaneously.
He has discussed on-going applications oftheirmodel to two problem domains: characterizing hematopoietic pro-
genitor populations and their response to inflammatory challenges (LPS), in which their have identified putative
subpopulations of long term HSCs that differentially respond to the challenge, and characterizing the malaria cell
cycle process, in which they identify transcriptional changes associated with sexual commitment.
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Single Cell Assessment of Tumor Heterogeneity

Each tumor is composed of multiple cell types, characterized by different genomic and transcriptomic profiles.
Many methods have been proposed for the classification of tumor samples into different subtypes based on bulk
tumor data. For this classification, a common practice is to utilize existing gene signatures that are expected to
be upregulated in a particular subtype. A challenge when dealing with single cell transcriptomic data is due the
high frequency of missing values. In fact, key markers specific to a particular subtype might be missing in most
of the cells. Another challenge is that most of the existing gene signatures were experimentally validated using
bulk tumor data; and therefore might not be appropriate for single cell transcriptomic data analysis. Dr. Petralia
reviewed current methods utilized to classify single cells into different subtypes. In addition, Dr. Petralia propose
a new method, which can classify cells into different subtypes while dealing with the sparse nature of the data.
Different methods are compared based on single cell sequencing transcriptomic profiles of breast cancer data.

Single-Cell Data Analysis: Challenges and Opportunities

Single-cell data is complex and noisy, and presents new challenges arising from both the technical noise in the
experiments as well the stochastic nature of single-cell biology. Some of the main technical issues with single-cell
RNA sequencing arise from the experimental biases introduced within each cell in the RNA extraction, reverse
transcription, and amplification steps. Cell size and cell cycle differences are also new sources of biological
variation that needs to be modeled and accounted for. Moreover, the data is very sparse, with many zeros, due both
to the technical issue of experimental dropout as well as the biological phenomenon of transcriptional bursting.
How these various sources of noise impact downstream analyses, and how best to remove them, still remains
under much debate. Yet, addressing these technical issues is necessary for reliable conclusions to be drawn from
single-cell experiments.

The computational tools for analysis of single-cell profiles are still in their infancy. Both the sparsity and
lower total read counts characteristic of single-cell profiles make tools previously developed for even the most
basic analyses ill-suited for direct application to single-cells. As a result, in the past few years there has been an
explosion in terms of new bioinformatics tools for performing tasks in common with bulk sample analysis and
furthermore tools to analyze data for entirely new problems are now being developed (e.g. for ordering of single-
cells along a differentiation trajectory, detecting bifurcating points in those trajectories, or identifying new cell
types in collections of single-cells).

Transfer Learning in Single Cell Transcriptomics

Cells are the basic biological units of multicellular organisms. The development of single-cell RNA sequencing
(scRNA-seq) technologies have enabled us to study the diversity of cell types in tissue and to elucidate the roles
of individual cell types in disease. Yet, scRNA-seq data are noisy and sparse, with only a small proportion of the
transcripts that are present in each cell represented in the final data matrix. Dr. Zhang proposed a transfer learning
framework to borrow information across related single cell data sets for de-noising and expression recovery. The
goal is to leverage the expanding resources of publicly available scRNA-seq data, for example, the Human Cell
Atlas which aims to be a comprehensive map of cell types in the human body. Dr. Zhang’s method is based
on a Bayesian hierarchical model coupled to a deep autoencoder, the latter trained to extract transferable gene
expression features across studies coming from different labs, generated by different technologies, and/or obtained
from different species. Through this framework, Dr. Zhang and collaborators explore the limits of data sharing:
How much can be learned across cell types, tissues, and species? How useful are data from other technologies
and labs in improving the estimates from your own study? She has also discuss the implications of technical batch
artifacts in the joint analysis of multiple data sets, and propose strategies for alignment of data across batch.

Impact of Misspecified Dependence on Clustering of RNA-seq Gene Expression Profiles

Clustering RNA-seq data is used to characterize environment-induced (e.g., treatment) differences in gene expres-
sion profiles by separating genes into clusters based on their expression patterns. Wang et al. (2013, Briefings
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in Bioinformatics) recently adopted the bi-Poisson distribution, obtained via the trivariate reduction method, as a
model for clustering bivariate RNA-seq data. Dr. Leon discussed discuss the inadequacy of the bi-Poisson dis-
tribution in modelling the correlation between dependent Poisson counts, and its impact on clustering such data.
Dr. Leon introduced the bi-Poisson Gaussian copula distribution as an alternative copula-based model that incor-
porates a flexible dependence structure for the counts. Dr. Leon then reported simulation results to investigate the
impact on clustering of Poisson counts of misspecified dependence structures. Their simulations indicate that the
clustering performance of the bi-Poisson distribution suffers when the cluster-specific correlations are negative,
as the bi-Poisson distribution allows only positive correlations. Dr. Leon also found that although large positive
values are also not admissible under the bi-Poisson distribution, their effect is minimal, especially when clusters
are well separated. Dr. Leon illustrate their methodology on a lung cancer RNA-seq data.

Penalized Latent Dirichlet Allocation Model in Single Cell RNA Sequencing

Single cell RNA sequencing (scRNA-seq) data are counts of RNA transcripts of all genes in species’ genome.
Viewing the genes as building blocks of the genetic language, Dr. Wu and collaborators adapt the Latent Dirich-
let Allocation (LDA) model, a generative probabilistic model originated in natural language processing(NLP), to
scRNA-seq experiments. Dr. Wu and collaborators considered the DNA as nature’s language using a four-letter
alphabet, and the genome of a species defines its dictionary. The active transcriptome of a single cell is a doc-
ument composed of different copies of various words, and the analogy of topics are biological functions a cell
is performing. The observed transcript counts are a result of transcripts generated from a mixture of biological
processes, each with a different gene usage frequency. She proposed a penalized version of LDA to reflect the
sparsity expected in biological data. Dr. Wu and collaborators demonstrate that inferred biological topic frequency
is a meaningful dimension reduced representation of the single cell transcriptomes and delivers improved accuracy
in cell type clustering/classification.

Integrative Differential Expression Analysis and Gene Set Enrichment Analysis in Single Cell RNAseq Stud-
ies

Single cell RNA sequencing (scRNAseq) has been widely applied for transcriptomics analysis. One important
analytic task in scRNAseq is to identify genes that are differentially expression (DE) between different cell types
or cellular states and to perform subsequent gene set enrichment analysis (GSEA) to detect biological pathways
that are enriched in the identified DE genes. These two types of analytic tasks — DE analysis and GSEA — are often
treated as two sequential steps in commonly used analytic pipelines. However, these two tasks are intermingled
with each other: while DE results are indispensable for detecting enriched gene sets and pathways, the detected
enriched gene sets and pathways also contain invaluable information that can in turn improve the power of DE
analysis. Therefore, integrating GSEA and DE analysis into a joint statistical framework can potentially improve
the power of both. In the workshop, Dr. Zhou described a Bayesian hierarchical model (iDEA) to integrate GSEA
and DE analysis. With simulations, Dr. Zhou show that, by integrating GSEA with DE, their method dramatically
improves the power of DE analysis and the accuracy of GSEA over commonly used existing approaches. Dr. Zhou
also illustrate the benefits of their new method with applications to two published scRNAseq data sets.

Fast and accurate alignment of single-cell RNA-seq samples using kernel density matching

With technologies improved dramatically over recent years, single cell RNA-seq (scRNA-seq) has been transfor-
mative in studies of gene regulation, cellular differentiation, and cellular diversity. As the number of scRNA-seq
datasets increases, a major challenge will be the standardization of measurements from multiple different scRNA-
seq experiments enabling integrative and comparative analyses. However, sScRNA-seq data can be confounded by
severe batch effects and technical artifact. In addition, scRNA-seq experiments generally capture multiple cell-
types with only partial overlaps across experiments making comparison and integration particularly challenging.
To overcome these problems, Dr. Chen and collaborators have developed a method, dmatch, which can both re-
move unwanted technical variation and assign the same cell(s) from one scRNA-seq dataset to their corresponding
cell(s) in another dataset. By design, their approach can overcome compositional heterogeneity and partial overlap
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of cell types in scRNA-seq data. Dr. Chen further showed that this method can align scRNA-seq data accurately
across tissues biopsies.

A statistical simulator scDesign for rational scRNA-seq experimental design

Single-cell RNA-sequencing (scRNA-seq) has revolutionized biological sciences by revealing genome-wide gene
expression levels within an individual cell. However, a critical challenge faced by researchers is how to optimize
the choices of sequencing platforms, sequencing depths, and cell numbers in designing scRNA-seq experiments,
so as to balance the exploration of the depth and breadth of transcriptome information. In the workshop, Dr. Li
present a flexible and robust simulator, scDesign, the first statistical framework for researchers to quantitatively
assess practical scRNA-seq experimental design in the context of differential gene expression analysis. In addition
to experimental design, scDesign also assists computational method development by generating high-quality syn-
thetic scRNA-seq datasets under customized experimental settings. In an evaluation based on 17 cell types and six
different protocols, scDesign outperformed four state-of-the-art scRNA-seq simulation methods and led to rational
experimental design.

Reconstructing gene regulatory dynamics along pseudotemporal trajectories using single-cell RNA-seq

Single-cell RNA-seq (scRNA-seq) provides a powerful technology for analyzing gene expression landscape of
individual cells in a heterogeneous cell population. Ordering cells along a pseudotemporal trajectory based on
cells’ progressively changing transcriptome is a useful way to elucidate cells’ developmental lineages and decode
dynamic gene expression programs along developmental processes. Today, scRNA-seq is the most widely used
high-throughput single-cell functional genomic technology. However, this technology only measures transcriptome
and does not directly provide information on cis-regulatory element (CRE) activities. Building upon previous work
on predicting chromatin accessibility using RNA-seq in bulk samples, Dr. Ji developed a new method for predicting
CRE activities in single cells using scRNA-seq. In the workshop, Dr. Ji introduced their new tool that uses sScRNA-
seq to construct cells’ pseudotemporal trajectories and infer CREs’ dynamic activities along pseudotime. Using this
method, one can conduct pseudotime analysis of transcriptome and regulome simultaneously using only scRNA-
seq data. Analyses of the Human Cell Atlas data demonstrate that this method is capable of reconstructing cells’
gene regulatory programs along developmental processes.

Reconstructing haplotypes from bulk-sequencing data

Pooled sequencing (Pool-seq) is a next-generation sequencing (NGS) strategy where the genomes of several in-
dividuals from a population are grouped together and bulk-sequenced. Pool-seq provides an efficient and cost-
effective alternative to genome sequencing of individuals or single cells, especially in contexts where pathogen
genomes are inherently mixed. To determine the frequencies of individual-level polymorphisms and linkage dis-
equilibrium (LD) from a population, the aggregated variation data must be de-convoluted in silico, an even more
difficult task when haplotypes are not previously known and must be assembled de novo. Dr. Long has proposed
a program, PoolHap, approximates the genotypic resolution of single-cell sequencing using only Pool-seq data by
integrating population genetics models with genomics algorithms to reconstruct haplotypes.

Missing Imputation in Single-Cell RNA Sequencing Data

Single-cell RNA-sequencing (ScCRNA-seq) technology is widely used to obtain genome-wide gene expression data
at single-cell level. Often SCRNA-seq data contains large number of missing values or zero gene expression levels,
which could be either biologically driven or technically driven due to the low capture efficiency of the sequenc-
ing technology. This imposes a great challenge to the downstream analysis as many (advanced) data analysis
tools/models can not deal with missing values. Dr. Chowdhury from Icahn School of Medicine at Mount Sinai and
team members developed a novel imputation method: DreamAl which is a consensus imputation algorithm based
on multiple imputation strategies involving prediction-based imputation algorithms, machine learning algorithms,
nearest neighbor clustering and low rank matrix approximation algorithms. Dr. Chowdhury apply DreamAI on
ScRNA-seq data to impute the missing values and compare its performance with some existing methods.
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Overview of the Field

The allure of simulation-based engineering is that once a model of an engineering system is constructed, its design
can be optimized for performance. Unfortunately, this promise of optimal system has still largely not been realized
for complex systems. One of the largest challenges preventing this realization is the so-called design-through-
analysis bottleneck.

The design-through-analysis bottleneck results from the fact that different geometric representations of en-
gineering systems are utilized in design (geometric modeling) and analysis (numerical simulation). In design,
geometric primitives such as Non-Uniform Rational B-Splines (NURBS) are employed to represent a geometry of
interest, while in analysis, polygonal meshes are typically utilized to represent the same geometry. Consequently,
design optimization requires not only changing the design representation and creating a new analysis mesh at each
design iteration, but doing so in a way that is both automatic and tightly integrated (since it must be done repeat-
edly until convergence) and differentiable (since efficient and scalable optimization methods require gradients of
simulation outputs with respect to design parameters).

The framework of Isogeometric Analysis (IGA), introduced in 2005 by Thomas J.R. Hughes and co-authors,
has emerged as a very attractive approach to simulation-based engineering [1 [2]. IGA bridges the gap between
design and analysis by employing a uniform representation for the geometry of engineering objects and for the
physical quantities defined on it. This eliminates the need for slow and error-prone conversion processes between
designed geometry and simulation models, and it enables the possibility of widespread use of design optimization
tools in simulation-based engineering.

Given its potential to reshape simulation-based engineering, IGA has recently been the subject of a substantial
amount of research activity at a global scale. In particular, there has been a near-exponential growth of publications.
According to SCOPUS, there were 12 IGA-related papers published in refereed journal proceedings in 2008, 63 in
2011, 110 in 2014, and 360 in 2018.

32
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Recent Developments and Open Problems

Despite the growth and popularity of IGA, it still suffers from a severe flaw. Namely, state-of-the-art techniques
in geometric modeling (i.e., Bernstein-Bezier representations, Trimmed B-splines/NURBS, and Boundary Rep-
resentations (BREPS)) are generally unable to be directly employed in analysis, especially for complex three-
dimensional geometries of arbitrary topology. Consequently, the vision for this workshop was to develop a unified
geometric modeling framework, which we refer to as isogeometric splines, that satisfies both the needs of design

and analysis a priori. In particular, we seek a geometric modeling framework that can:
(1) Represent objects in arbitrary spatial dimension,
(i) Represent objects of arbitrary topology or genus in a watertight manner,
(iii) Represent canonical objects such as conic sections exactly,
(iv) Represent localized features with minimal disruption and meaningful design parameters,

(v) Represent not just one geometry but rather families of geometries for design space exploration, optimization,
and uncertainty quantification,

(vi) Easily incorporate geometric and topological operations and editing, and
(vii) Easily generate volume parameterizations from surface parameterizations.

Moreover, to meet the needs of analysis, the underlying basis should exhibit optimal approximation and condition-
ing properties and possess fast algorithms for basis evaluation, differentiation, and integration.

It should be noted that we are not looking to reinvent the wheel with isogeometric splines but instead seek to
unify existing approaches and extend them. With this in mind, there exist several emerging technologies which
we expect isogeometric splines to leverage, including subdivision surfaces [3]], T-splines [4} 3], and hierarchical
B-splines [6].

Presentation Highlights

During the workshop, each of the 21 participants had a 45-minute time slot to present his or her work. All
presentations were of high quality and led to inspiring discussions. The following presentations were among the
highlights of the week:

» Artem Korobenko (Canada) presented his results about “Isogeometric analysis for fluids, structures and
fluid-structure interaction”. He showed an impressive picture of the potential of the isogeometric simulation
technology for demanding engineering applications arising in the aerospace, marine, and energy sectors.

* Carla Manni (Italy) presented her work on “Sharp error estimates for spline appoximation”, focusing on a
priori error estimates in L? with explicit constants for approximation by splines of maximal smoothness.
This contribution showed that the advent of IGA inspired new research on classical topics in approximation
theory.

e Nelly Villamizar (UK), who talked about the “Dimension of spline spaces and fat points ideals”, clearly
demonstrated that results from advanced algebraic geometry are highly significant for the construction of
smooth isogeometric spline discretizations.

* Derek Thomas (United States), presenting “U-splines: Splines over unstructured meshes”, showed how a
start-up company has begun to transform the latest mathematical results from the IGA community into a
commercial product that may change the traditional way of performing numerical simulation in industry.

See also Section 6 for further information about the talks at this workshop.
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Figure 4.1: Linearization of a 3D object defined by trimming

Scientific Progress Made

Several talks during the workshop highlighted recent research advances that may aid in the development of a
unified geometric modeling framework, namely isogeometric splines, that satisfies both the needs of geometry and
analysis a priori, and several talks also identified deficiencies in state-of-the-art geometric modeling approaches
toward the realization of a geometric modeling framework. In particular:

®

(ii)

(iii)

(iv)

Both the state-of-the-art and emerging approaches for geometric modeling in IGA were identified. We
specifically mention the talks by Derek Thomas and Jessica Zhang on unstructured spline and T-spline
representations.

The most pressing needs of geometry and analysis were identified. In particular, how to deal with trimmed
representations (cf. Fig. I) is currently one of the main issues facing the IGA community, and this topic
was discussed by several participants, including René Hiemstra and Bert Jiittler.

The workshop also identified needs that are not met by current approaches and challenges the IGA commu-
nity faces in meeting these needs. Besides trimming, the construction and analysis of globally smooth repre-
sentations on multi-patch domains is needed for the discretization of high-order problems (e.g., Kirchhoff-
Love plates and shells [[7]], the Cahn-Hilliard equation [§]], the Navier-Stokes-Korteweg equations [9], etc.)
on complex geometries.

Several promising approaches, including those originating outside of the computational geometry and nu-
merical analysis communities, were presented. For instance, complementary approaches for addressing the
problem of globally smooth representations were presented by Jorg Peters via techniques from classical ge-
ometric modeling, by Thomas Takacs based on numerical analysis, and by Nelly Villamizar with the help of
results from algebraic geometry.
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Outcome of the Meeting

Though the workshop did not produce any immediate results, we are convinced that its long-term impact can-
not be understated. Design space exploration, optimization, and uncertainty quantification have the potential to
dramatically improve the performance, efficiency, and reliability of engineering systems, though these tools have
largely been limited to the academic sector. IGA harbors the potential to enable design space exploration, opti-
mization, and uncertainty quantification in engineering practice. Nonetheless, the lack of a unifying mathematical
framework which simultaneously addresses the competing needs of geometry and analysis have so far prevented
the widespread adoption of IGA. Thus, the primary purpose of the workshop was to focus the vision of the IGA
community and unify it toward a set of common goals. The workshop certainly fulfilled this purpose, as the partic-
ipants identified the most pressing needs of geometry and analysis, the needs which are not met by state-of-the-art
approaches, and the challenges the IGA community faces in meeting these needs. In addition, the workshop helped
to establish new interdisciplinary collaborations between not only mathematicians and engineers but also between
mathematicians across subfields (e.g., between numerical analysts and algebraists).

At the end of the workshop, it was clear that there remain several research advances that must be made before
the workshop’s vision for isogeometric splines can be realized. First, the problem of trimming must be resolved
in a satisfactory manner, for instance, by the removal of trimming curves entirely or by the introduction of robust
analysis procedures capable of handling trimmed objects. Second, the problem of constructing globally smooth
representations of objects of arbitrary topology must be fully addressed, especially in the three-dimensional setting.
Third, the problem of surface-to-volume parameterization remains largely unsolved, even though high quality
volume parameterizations are required for the analysis of fluid flow and wave propagation. Fourth, while many
new geometric modeling technologies have been introduced to address both the needs of design and analysis,
most of these technologies are not able to incorporate topological operations that are common in solid modeling.
Finally, virtually none of the geometric modeling technologies that have been introduced directly or naturally allow
for the specification of geometric variability, and such a specification is required for the purposes of design space
exploration, optimization, and uncertainty quantification.

It should be finally mentioned that the realization of isogeometric splines will not only impact simulation-based
engineering but also rapid prototyping. Three-dimensional printing and additive layer manufacturing technology
require watertight, three-dimensional input designs in order to produce reliable manufactured geometries. Given
the rapid growth of rapid prototyping techniques, there is a pressing need for a change in paradigm to allow for
watertight, three-dimensional geometric modeling, and the workshop’s vision for isogeometric splines meets this
need.

Abstracts

For completeness, the abstracts associated with each of the presentations of the workshop are included below.

The impact of parametrization on numerical approximation for isogeometric finite elements
John Evans

High-order finite element methods, including isogeometric finite element methods, harbor the potential to deliver
improved accuracy per degree-of-freedom versus low-order methods. Their success, however, hinges upon the use
of a curvilinear mesh of not only sufficiently high accuracy but also sufficiently high quality.

In this talk, theoretical results are presented quantifying the impact of mesh parameterization on the accuracy of
a high-order finite element approximation, and a formal definition of shape regularity is introduced for curvilinear
meshes based on these results. This formal definition of shape regularity in turn inspires a new set of quality
metrics for curvilinear finite elements. Computable bounds are established for these quality metrics using the
Bernstein-Bézier form, and a new curvilinear mesh optimization procedure is proposed based on these bounds.
Numerical results confirming the importance of shape regularity in the context of high-order finite element methods
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are presented, and numerical results demonstrating the promise of the proposed curvilinear mesh optimization
procedure are also provided.

The theoretical results presented in this talk apply to any piecewise-polynomial or piecewise-rational finite
element method posed on a mesh of polynomial or rational mapped simplices and hypercubes. As such, they apply
not only to classical continuous Galerkin finite element methods but also to discontinuous Galerkin finite element
methods and even isogeometric methods based on NURBS, T-splines, or hierarchical B-splines.

This is joint work with Luke Engvall.

Untrimmed splines: Analysis suitable CAD
René Hiemstra

Current CAD technologies describe geometry by means of the boundary representation or simply B-rep. Boolean
operations, ubiquitous in computer aided design, use a process called trimming that leads to a non-conforming
description of geometry that is un-editable and incompatible with all downstream applications, thereby inhibiting
true interoperability across the design-through-analysis process.

We propose a modeling paradigm in which designers are given the tools to create watertight, editable and
conforming descriptions of geometry with interactive control over the boundary surface parameterization.

The methodology is based on recent advances in topological vector field design and processing. First, a smooth
frame field is computed, by minimizing an appropriate energy functional on a background mesh of the initial B-rep,
that is compatible with sparse or dense input constraints on alignment and size. Frame-field singularities, which
together satisfy the topological invariant known as the Poincaré-Hopf theorem, are automatically placed and can
be modified by the user. The frame field is used as a guide for the reparameterization of the initial B-rep into a
conforming watertight and editable spline description.

In line with the main rationale of isogeometric analysis, the meshing and reparameterization techniques are
applied within CAD as part of the design process, instead of as a post-processing step. The modeling tools actively
support the design, analysis and manufacturing process as a whole, enabling true interoperability across these
different disciplines and thereby support efficient product development.

This is joint work with Kendrick Shepherd and Thomas Hughes.

Quadrature rules for trimmed domains
Bert Jiittler

A common representation of a Computer-Aided Design (CAD) model is a boundary representation (B-rep), which
typically consists of trimmed tensor-product NURBS patches. A trimmed surface patch consists of a tensor-product
surface and a set of trimming curves on the surface that specify the boundary of the actual surface. Therefore, it
represents only a part of the full tensor-product surface.

Computing integrals over trimmed domains both efficiently and accurately remains a challenging problem,
notably for use in the frame of isogeometric analysis (IgA). In this talk, we present a specialized quadrature rule
for trimmed domains, where the trimming curve is given implicitly by a real-valued function on the whole domain.

We follow an error correction approach: In a first step, we obtain an adaptive subdivision of the domain in such
a way that each cell falls in a predefined base case. We then extend the classical approach of linear approximation
of the trimming curve by adding an error correction term based on a Taylor expansion of the blending between the
linearized implicit trimming curve and the original one.

This approach leads to an accurate method which improves the convergence of the quadrature error by one
order compared to piecewise linear approximation of the trimming curve. It is at the same time efficient, since
essentially the computation of one extra one-dimensional integral on each trimmed cell is required. Finally, the
method is easy to implement, since it only involves one additional line integral and refrains from any point inversion
or optimization operations. The convergence is analyzed theoretically and numerical experiments confirm that the
accuracy is improved without compromising the computational complexity. Finally, we show that the method can
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be extended to trimmed trivariate representations, paving the way to isogeometric simulations on trimmed domains
in 3D.
This is joint work with Felix Scholz and Angelos Mantzaflaris.

Multi-patch isogeometric analysis with C2-smooth functions
Mario Kapl

We present a framework for the construction of a globally C2-smooth isogeometric spline space over a specific
class of planar multi-patch geometries, called bilinear-like G2 multi-patch geometries. This class of geometries
includes the subclass of bilinear multi-patch parameterizations and is characterized by the property to have the
same kinds of connectivity functions along the patch interfaces as the bilinear parameterizations. The C2-smooth
isogeometric space is generated as the linear span of three different types of basis functions called patch, edge
and vertex functions corresponding to the single patches, edges and vertices of the multi-patch domain. The
construction of the single functions is simple, works uniformly for all possible multi-patch configurations and
leads to basis functions with small local supports.

The potential of the constructed C?-smooth space for applications in isogeometric analysis is demonstrated
on the basis of several examples. Amongst others, we present a framework for solving the triharmonic equation,
a sixth order partial differential equation, over planar multi-patch geometries. This problem requires the use
of a C?-smooth space as discretization space for the corresponding partial differential equation. Moreover, we
perform isogeometric collocation to obtain a C2-smooth solution of Poisson’s equation over a planar multi-patch
domain. Finally, we numerically show by means of L?-approximation that the considered space of globally C2-
smooth isogeometric functions possesses optimal approximation properties, and that the generated C?-smooth
basis functions are well-conditioned.

This is joint work with Vito Vitrih.

Isogeometric analysis for fluids, structures and fluid-structure interaction
Artem Korobenko

This talk focuses on application of isogeometric analysis in various problems of computational mechanics. We
first start with turbulent flows. The fluid mechanics is governed by incompressible Navier-Stokes equations posed
on a moving domain using ALE framework. The equations are discretized in space using quadratic NURBS.
The Variational Multiscale (VMS) method is used for turbulence modeling with mesh relaxation on a boundary.
It is shown that higher order continuity basis functions provide better turbulence statistics. Also, the complex
geometries can be modeled more accurately. The benefits of using IGA is presented on several examples, including
atmospheric flow modeling over Bollund hill and Perdigao terrain.

Next, the NURBS-based IGA is applied to the damage modeling in composite structures. The higher order
continuity of quadratic NURBS basis function allows the application of thin-shell theory such as Kirchhoff-Love,
where your functions should be at least C'*-continuous. This also improves the stress representation which relax
the strain localization. The numerical framework is applied to model progressive damage in UAV under extreme
flight conditions and fatigue damage in wind turbine blades.

Finally, the computational FSI framework is presented with non-matching discretization on a boundary. The
system of non-linear equations are solved iteratively using Newton-Raphson method with the block iterative cou-
pling. The linearized system of equations is solved using GMRES. The framework is applied to simulate wind
turbines at full scale under realistic operational conditions.

The show that FSI framework with IGA provides accurate solutions for various challenging problems, provid-
ing the data-of-interests that is not readily available or hard to acquire during the experiments.

B-spline-based monotone multigrid methods for the valuation of American options
Angela Kunoth
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The valuation of an American option with Heston’s stochastic volatility model leads to a free boundary problem
in terms of a two-dimensional parabolic partial differential equation with a diffusion, convection and reaction term
depending on the price of the underlying asset and its volatility.

We formulate this problem as a parabolic variational inequality on a closed convex set. To determine optimal
risk strategies, one is not only interested in the solution of the variational inequality but specifically in the point-
wise derivatives of the solution up to order two in space, the so-called Greeks. Initial conditions are commonly
given as piecewise linear continuous functions which we approximate with B-splines with coinciding knots at the
points where the initial condition is not differentiable. Furthermore, an improvement of the approximations of
the spatial derivatives in the initial time steps is achieved by employing Rannacher timestepping. For solving the
nonsymmetric discretised variational inequality in each time step and determining the derivative of the solution,
we develop a monotone multigrid method for high order B-splines (with possibly coinciding knots) together with a
projected iterative scheme. To do so, we construct restriction operators and monotone coarse grid approximations
for tensor product B-splines of arbitrary order.

We demonstrate in the numerical experiments that we achieve fast convergence rates of the monotone multigrid
method and highly accurate approximations of the Greeks.

This is joint work with Sandra Boschert.

Sharp error estimates for spline approximation
Carla Manni

The emerging field of isogeometric analysis (IGA) triggered a renewed interest in the topic of spline approxi-
mation and related error estimates. In particular, isogeometric Galerkin methods aim to approximate solutions
of variational formulations of differential problems by using spline spaces of possibly high degree and maximal
smoothness.

In this talk we focus on a priori error estimates in L? with explicit constants for approximation by splines of
maximal smoothness defined on arbitrary knot sequences. We provide accurate estimates, which are sharp or very
close to sharp in several interesting cases. These a priori estimates are actually good enough to cover convergence
to eigenfunctions of classical differential operators under k-refinement.

The key tools to get these results are the theory of Kolmogorov L? n-widths, and related optimal spaces, and
the representation of the considered Sobolev spaces in terms of integral operators described by suitable kernels.

This is joint work with Espen Sande and Hendrik Speleers.

Exploring geometrically continuous isogeometric functions in 3D
Angelos Mantzaflaris

One advantage of the framework of isogeometric analysis is that it allows for discretization spaces providing high
order smoothness. Using these spaces can be beneficial when solving high order partial differential equations,
including the Cahn-Hilliard equation, the Navier-Stokes-Korteweg equation and Kirchhoff-Love shells.

In addition, multi-patch parameterizations are required when considering more complex geometries, and the
construction of globally smooth spline functions is a non-trivial problem. This has motivated research on the
coupling of isogeometric multi-patch spline spaces across interfaces.

On the one hand, the coupling constraints can be enforced weakly, using variational methods or Lagrangian
multiplier-based approaches. On the other hand, the smoothness constraints can be imposed strongly. It turns
out that this is particularly well suited for generating C°—smooth isogeometric splines on multi-patch domains.
Furthermore, the construction of multipatch isogeometric discretizations possessing higher order smoothness has
attracted lately the attention of several research groups, and has revived the interest of classical works in computer-
aided design. Virtually all existing studies refer to the case of two variables, addressing properties such as dimen-
sion, suitable discretization bases, approximation and conditioning, etc.
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The generalization to the trivariate case of these results is known to be more involved, both from a theoretical
and practical viewpoint. In our work we follow a computational approach to discover the first formulas for the
dimension of trivariate C''-smooth isogeometric splines on two-patch domains. We obtain certified results by
using exact rational computations on the corresponding linear algebra problem. Moreover, we observe recurring
patterns in the nullspace of a collocation matrix expressing the C''—conditions and we reduce the global problem to
local, independent computations of compactly supported basis functions. Preliminary studies of the approximation
power of the resulting spaces and discretization bases are encouraging. Nevertheless, we have just scratched
the surface of the trivatiate case, since the treatment of domains with more general topology as well as rigorous
mathematical theories remain open.

This is joint work with Katharina Berner and Bert Juettler.

Isogeometric analysis for compressible flows in complex industrial geometries
Matthias Moller

In this talk, we describe our IGA framework for the numerical analysis of rotary positive displacement pumps and,
in particular, twin-screw compressors. Our approach is based on the overall philosophy that an efficient simulation
and, at a later stage, optimization requires the co-design of all components involved in the pipeline, that is, the
geometry model and the simulation tools. We present a fully automated algorithm for generating time sequences
of analysis-suitable multi-patch parameterizations of counterrotating twin-screw rotor profiles that do not involve
topology changes over time and fully exploit the computational potential of modern high-performance computing
platforms. The algorithm is based on elliptic grid generation principles and adopts a mixed variational formulation
that makes it possible to handle multi-patch parameterizations and parameterizations with C° spline basis func-
tions directly. The second part of the talk describes our isogeometric flow solver which, following our co-design
philosophy, makes use of auto-generated compute kernels to achieve optimal computational efficiency for each
individual patch. The convective term of the Galerkin discretization is stabilized by flux-correction techniques
that have been generalized to high-order B-splines in order to suppress the generation of unphysical oscillations in
the vicinity of shocks and discontinuities. We finally address the curse of round-off errors which start to become
a severe issue for high-order methods. In fact, round-off errors dominate the overall error already for moderate
problem sizes if the approximation order is sufficiently large, rendering classical grid convergence studies imprac-
tical. We propose a novel a posteriori approach for predicting the optimal mesh width hff; as a function of the
approximation order p and perform so-called hg’;)tp-reﬁnement to reduce the total error effectively.

Geometrically smooth splines on meshes
Bernard Mourrain

In CAGD, a standard representation of shapes is a boundary representation using parametrized surfaces based on
tensor product B-spline functions, which are the basis of the space of piecewise polynomial functions on a grid with
a given regularity and degree. However, the complete description of a complex shape by tensor product B-spline
patches may require to intersect and trim them, resulting in a geometric model, which is inaccurate or difficult
to manipulate or to deform. To circumvent these difficulties, one can consider geometric models composed of
quadrangular patches, glued together in a smooth way along their common boundary.

A first objective is to analyze the space of spline functions attached to such constructions. Given a topological
complex M with glueing data along edges shared by adjacent faces, we study the associated space of geometri-
cally smooth spline functions that satisfy differentiability properties across shared edges. We describe algebraic
techniques, which involve the analysis of the module of syzygies of the glueing data, to determine the dimension
formula of these spaces, for high enough degree. Dimension formula for polynomial patches and B-spline patches
are provided. We present a general and algorithmic method for computing the basis. The construction yields basis
functions naturally attached respectively to vertices, edges and faces.
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The second objective is to construct efficiently geometrically smooth splines on meshes. We present a new
subdivision scheme for computing geometrically smooth spline surfaces from a coarse quadrangular mesh. The
resulting surface is G* everywhere and C? except at extraordinary vertices. Each face of the quadrangular mesh
is associated to a bi-quintic spline patch. The Catmull-Clark subdivision scheme is used to compute the control
points of B-spline patches associated to the faces of the quadrangular mesh. The nearest geometrically smooth
biquintic spline surface is then explicitly computed by projection on the space of G splines.

This is joint work with Ahmed Blidia, Nelly Villamizar, and Gang Xu.

Splines on irregular meshes
Jorg Peters

Splines elegantly connect the discrete and continuous computational world via control nets. Their extension to
irregular meshes where the tensor-structure breaks down is essential and provides a rich source of mathematical
insights. This talk emphasizes the role of splines over irregular meshes in the context of joining geometric design
and engineering analysis in the spirit of iso-geometric analysis.

After a brief review of the rich literature since 1984 on using regular splines both for geometry and analysis,
the talk presents a classification of techniques for irregular patch layout. Among the smooth surface constructions,
the main distinction is between singular constructions (subdivision surfaces, polar layout surfaces, vertex-singular
surfaces and rational Gregory surfaces) and regular parameterizations (geometrically smooth, transfinite and gen-
eralized barycentric constructions).

With focus on quad meshes and computing on surfaces, the talk discusses in detail: geometrically smooth
constructions with T-junctions; subdivision stabilized by guide surfaces and made nearly finite by acceleration;
and the class of vertex-singular surface constructions that can be generalized to volumetric hexahedral complexes
with irregular edges and points.

Quadrature schemes based on spline quasi-interpolation for Galerkin IgA-BEM
Maria Lucia Sampoli

Boundary Element Method (BEM) is a numerical method to solve PDEs, in which the original problem is refor-
mulated as a system of integral equations defined only on the boundary of the domain. The main advantages of the
method are a reduced dimension of the computational domain and the simplicity to solve external problems. One
of the important challenges in this topic is to accurately and efficiently solve singular integrals that arise from the
boundary integral equations so formulated. Therefore, designing suitable quadrature schemes is one of the main
active research topic in BEM. Recently new quasi-interpolation (QI) based quadrature rules have been introduced
specifically for IgA-BEM setting. Such quadrature schemes are tailored for B-splines that are the considered basis
functions. Quasi-interpolation allows to take advantage of the local support of the basis functions and to provide an
approximation using the desired polynomial degree, keeping low the computational costs. The developed quadra-
ture rules, hence provide very good accuracy and optimal convergence rate. Weakly, strongly and hyper-singular
kernels related to the 2D integral formulation of the Laplace equation with different types of boundary conditions
have been studied giving promising results especially when compared to standard and newest approaches applied
in an isogeometric Galerkin BEM context. Moreover local refinability of the approximated solution of the problem
is achieved by using hierarchical B-spline spaces.

Bernstein-Bézier techniques for continuous multivariate piecewise harmonic polynomials on simplicial
partitions
Tatyana Sorokina

Since the only smooth harmonic splines are polynomials, continuous harmonic splines deserve special attention as
possible subspaces for solving PDEs, and modeling harmonic functions. Bernstein-Bézier techniques for analyzing
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continuous harmonic splines in n variables are developed. Dimension and a minimal determining set for special
splits are obtained using the new techniques. We show that both dimension and bases strongly depend on the
geometry of the underlying partition. In particular, the angles in the triangulation play an important role. Due
to a very small dimension of harmonic polynomials (as opposed to full polynomials), it is impossible to construct
harmonic FEMs on unrefined simplicial partitions. We construct quadratic harmonic conforming FEMs on Clough-
Tocher refinements and other special partitions.

Construction of smooth B-splines on Powell-Sabin triangulations
Hendrik Speleers

In this talk we will discuss the construction of a suitable B-spline representation for smooth splines on general
triangulations. The considered splines have smoothness 7 and degree d > 37 — 1, and are defined over a special
refinement of the given triangulations. In such a refinement, called Powell-Sabin refinement, every triangle of the
triangulation is split into six subtriangles. The B-spline construction can be geometrically interpreted as determin-
ing a set of triangles that must contain a specific set of points. The B-spline functions possess several interesting
properties:

* local support,
¢ linear independence,
* nonnegative partition of unity.

This B-spline representation exhibits a natural definition of control points and an intuitive control structure in terms
of local triangular nets. These triangular nets locally mimic the shape of the spline surface, and hence they can be
used in the geometric design of smooth surfaces. On the other hand, such representation also presents interesting
properties for engineering analysis. In particular, the representation allows for:

¢ stable evaluation and differentiation,

« efficient triangular Bézier extraction,

¢ optimal approximation and convergence,
* adaptive local mesh refinement.

Overlapping multi-patch domains in IGA
Thomas Takacs

In isogeometric analysis the domain of interest is usually represented by B-spline or NURBS patches, as they
are present in standard CAD models. In order to avoid trimming, complicated domains can be represented as a
union of simple overlapping subdomains, parameterized by single spline patches. Numerical simulation on such
complicated domains is a serious challenge in IGA.

In this talk, we present a non-iterative, robust and efficient method. The computational domain is represented
as a collection of B-spline based geometries with overlaps. Consequently, the problem is divided into several
sub-problems, which are coupled in an appropriate way. The resulting system can be solved directly in a single
step. We compare the proposed method with iterative Schwarz domain decomposition approaches and explore the
advantages of our method, especially when handling subdomains with small overlaps.

We will show that the problems can be solved on overlapping patches by a simple non-iterative method, with-
out using trimming. Summing up, our method significantly simplifies the domain parameterization problem. The
performance of the proposed method is demonstrated by several numerical experiments in two and three dimen-
sions.

This is joint work with Somayeh Kargaran, Bert Juettler, Stefan Kleiss, and Angelos Mantzaflaris.

Efficient preconditioners for k-refined isogeometric analysis
Mattia Tani
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In this talk we discuss preconditioning strategies suited for isogeometric analysis, that are robust with respect to
the spline degree p and to the mesh size h. Starting with the Poisson problem, we discuss a preconditioner that
represents the same problem discretized on the reference domain. The preconditioner can be applied in a very
efficient way thanks to the Fast Diagonalization method, that exploits the tensor structure of the basis functions.
We then consider the heat equation, and consider a space-time discretization where smooth splines are used both
in space and in time. We develop two numerical formulations for this problem, a symmetric high-order least
squares formulation, and a nonsymmetric low-order Galerkin formulation. For both approaches, we develop robust
preconditioners that can be applied efficiently thanks to a variant to the Fast Diagonalization method. We finally
highlight advantages and drawbacks of the two formulations.
This is joint work with Gabriele Loli, Monica Montardini, Mauro Negri, and Giancarlo Sangalli.

U-splines: Splines over unstructured meshes
Derek Thomas

Isogeometric design and analysis is a growing area of research in computational engineering. In an isogeomet-
ric approach, the exact CAD representation is adopted as the basis for analysis. To unlock the full potential of
isogeometric analysis depends strongly upon the analysis-suitable nature of the underlying geometry. Analysis-
suitable geometry possesses a basis that is rich enough for both shape and solution representation. The exact
analysis-suitable representation of smooth geometry is essential for correct solution behavior across many ap-
plication domains. In this talk, we will present motivation and results for algorithms to construct unstructured
spline basis functions over unstructured quad meshes (i.e., U-splines) that allow for the presence of T-junctions
between mesh faces. We focus particularly on the requirements generality and linear independence of the basis
functions. Our construction relaxes the analysis-suitability constraints that have been established for T-splines. We
also consider the inclusion of extraordinary points in the mesh.
This is joint work with Luke Engvall, Steven Schmidt, Kevin Tew, and Michael Scott.

Polynomial splines of non-uniform bi-degree on T-meshes: Combinatorial bounds on the dimension
Deepesh Toshniwal

Polynomial splines on triangulations and quadrangulations have myriad applications and are ubiquitous, especially
in the fields of computer aided design, computer graphics and computational analysis. Here, focusing on polyno-
mial splines on T-meshes, we study the problem of computation or estimation of the spline space dimension. The
general case of splines with polynomial pieces of differing bi-degrees is considered. In particular, using tools from
homological algebra, introduced in the context of splines by Billera in 1988, we generalize the approach presented
in Mourrain in 2014 and present combinatorial lower and upper bounds on the dimension. We also present suffi-
cient conditions for the lower and upper bounds to coincide. Several examples are provided to illustrate application
of the theory developed.
This is joint work with Bernard Mourrain and Thomas Hughes.

Recent developments for isogeometric methods with hierarchical splines
Rafael Vazquez

In this talk I will present several recent results towards the efficient use of hierarchical splines. I will first present
a coarsening algorithm for the construction of admissible meshes, and show its advantages in the solution of the
transient heat equation with a moving heat source. I will also present the construction of an additive multilevel
preconditioner, based on admissible meshes, in such a way that the condition number is bounded and independent
of the number of levels. In the last part of the talk I will show results on the construction of hierarchical C'! basis
functions on geometries constructed with two patches.
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Dimension of spline spaces and fat points ideals
Nelly Villamizar

In this talk we will address the problem of proving a general formula for the dimension of spline spaces defined on
polytopal partitions, particularly triangulations and tetrahedral complexes. We will show the connection between
this problem and the study of the Hilbert series of fat points ideals in projective space. Combinatorial upper and
lower bounds on the dimension will be presented to illustrate the advances and open problems in spline theory.

A practical unstructured spline modeling platform for isogeometric analysis applications
Jessica Zhang

As a new advancement of traditional finite element method, isogeometric analysis (IGA) adopts the same set of
basis functions to represent both the geometry and the solution space, integrating design with analysis seamlessly.
In this talk, I will present a practical unstructured spline modeling platform that allows IGA to be incorporated
into existing commercial software such as Abaqus and LS-DYNA, heading one step further to bridge the gap
between design and analysis. The platform includes all the necessary modules of the design-through-analysis
pipeline: pre-processing, surface and volumetric spline construction, analysis and post-processing. Taking IGES
files from commercial computer aided design packages, Rhino specific files or mesh data, the platform provides
several control mesh generation techniques, such as converting any unstructured quadrilateral/hexahedral meshes
to T-meshes, frame field based quadrilateral meshing, and polycube method. Truncated T-splines, hierarchical
B-splines and subdivision basis functions are developed, supporting efficient local refinement and sharp feature
preservation. To ensure analysis suitability, partition of unity, linear independence and optimal convergence rate
of these basis functions are studied in our research.

IGA has very broad engineering applications like the finite element method, and specific application require-
ments always bring us new research problems and drive the future research directions. At the end of this talk, I will
present several practical application problems to demonstrate the capability of our software platform. In addition
to mechanics characterization for Navy, NAVAIR and Honda applications, in recent years we also developed novel
image registration techniques using truncated hierarchical B-splines, an IGA solver to simulate material transport
in complex neuron trees, and a new SimuLearn system to combine finite element method with machine learning
for 4D printing.
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Chapter 5

Asymptotic algebraic combinatorics
(19w5220)

March 10 - 15, 2019

Organizer(s): Alejandro Morales (University of Massachussetts at Amherst), Igor Pak (Univer-
sity of California, Los Angeles), Greta Panova (University of Southern California), Dan Romik
(University of California, Davis), Nathan Williams (University of Texas at Dallas)

Introduction

Algebraic Combinatorics is an area of mathematics that employs methods of abstract algebra, notably group theory
and representation theory, in various combinatorial contexts and, conversely, applies combinatorial techniques to
problems in algebra and representation theory. Many of its problems arise from the need of quantitative and
explicit understanding of algebraic phenomena like group representations and decompositions into irreducible
representations, dimension formulae for modules, intersection numbers in geometry etc.

An important topic relates to Young tableaux, which carry the representation theory for the symmetric and
general linear groups. The representation theory of .S,, and GL,, is also carried with some structure to the ring of
symmetric functions, which can also be interpreted as refined generating functions for discrete objects like Young
Tableaux, plane partitions etc.

Initially Algebraic Combinatorics focused on the enumerative properties of these algebraic objects and then
their combinatorial understanding. Notably such a result was the famous Hook-Length formula of Frame-Robbinson-
Thrall, which gives the dimension of the irreducible representation Sy of S,,, equivalently the number f* of Stan-
dard Young Tableaux of shape J, as a product formula over the boxes in the Young diagram of A:

n!

Hue)\ hu .

Besides its inherent beauty, this formula is useful in Asymptotic Representation Theory and Probability to
determine the “typical” shape A of a random standard Young Tableaux in the Plancherel distribution, a classical
result of Vershik—Kerov [32] (see also the book [26]] and the survey [29]]).

Other such remarkable formulas include the enumeration of reduced decompositions of some permutations
(see [4]), the hook-content formula for the number of semi-standard Young Tableaux (see e.g. 14, 28]]). When
no formula is possible, a concise combinatorial interpretation is also a solution like the rule for computing the

A =dimS, = (5.0.1)

46
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Littlewood-Richardson coefficients cﬁu, the multiplicities in the tensor product decompositions of GL,, irre-
ducibles, giving them as the number of integer points in a polytope.

However, more often than not, formulas like @ and interpretations like the Littlewood-Richardson rule are
a miracle rather than a property. No explicit product formula is known for the number of plane partitions of general
shapes A, nor for the number of skew SYTs and skew SSYTs nor for the number of reduced words of a permuta-
tion, nor for the number of monomials of a Schubert polynomial. No positive formula, nor any form of discrete
interpretation (#P formula) is known for the Kronecker coefficients (the analogues of Littlewood—Richardson co-
efficients for the decomposition of tensor products of irreducible representations of the symmetric group), nor for
the Gromov—Witten invariants for the cohomology of the Grassmannian (whose combinatorics study is yet another
major subfield of Algebraic Combinatorics), or alternatively the multiplicative structure constants of Schubert
polynomials.

Yet discrete objects of algebraic origins like Schur functions, SYTs and plane partitions are also related to
integrable models of particle or dimer configurations within Statistical Mechanics. These objects are also central
to Asymptotic Representation Theory. In these fields, and, more generally, in Probability, the problems are about
understanding the large scale limit or asymptotic behavior rather than having explicit exact formulas and descrip-
tions. Other problems, coming from Geometric Complexity Theory (GCT) and the distinction of permanent vs
determinant as a “P vs NP” approach, involve the comparison of various representation-theoretic multiplicities
related to the Littlewood-Richardson, plethysm and Kronecker coefficients.

Algebraic Combinatorics has long since reached the boundary of the universe of explicit exact formulas. Yet
major problems from Statistical Mechanics to GCT remain unsolved as they don’t fall into the special world of
objects enumerated by exact product formulas. Hence we need to find asymptotic formulas for the main objects of
Algebraic Combinatorics and study the emerging field of Asymptotic Algebraic Combinatorics.

Previous advances in such directions came from Asymptotic Representation Theory originated by Vershik—
Kerov, Kirillov, Okounkov, Borodin—Gorin—Rains, Biane et al. and continued recently in light of Integrable Proba-
bility and the analysis of interacting particle systems through interlacing arrays corresponding in the discrete world
to SSYTs. Such results were largely possible thanks to the presence of “nice” formulas like product formulas, finite
determinants, Selberg-type integrals etc, see [11} 12} [17].

Faced with the lack of such formulas for objects like skew SSYTs and Littlewood—Richardson coefficients, we
now aim to study the asymptotics of these quantities using algebraic combinatorics, bijections, analytic combi-
natorics, and computer simulations. The workshop gathered specialists in Algebraic Combinatorics, Probability,
Representation Theory with the aim of studying various available techniques for such analysis beyond the settings
of integrable probability or classical analytic combinatorics.

Outstanding open problems

The main goal of the workshop was to bring together people from all the relevant areas, which are naturally very
disjoint—Algebraic Combinatorics, Analytic Combinatorics, Probability, and Representation Theory, to share re-
sults and methods and establish the asymptotic study of objects and quantities in Algebraic Combinatorics.
As mentioned in the introduction, the asymptotic analysis is the next step after exhausting the possibilities for nice
product formulas. Yet, it is also necessary for the applications into Statistical Mechanics, Asymptotic Representa-
tion Theory, Geometric Complexity Theory and Algebraic Geometry.

Below we include a list of some concrete problems and applications that we were hoping we might address and
make progress on during and as a result of the workshop. It is worth noting that, between the time we made our
plans for the workshop and its actual occurrence, several of the problems were solved; this illustrates the fast-paced
and dynamic nature of the field.

« Determine the asymptotic expansion of f*/# as \ /1 — /v, aregion in the plane between two curves a, 7.
By [18] we have log f*/* = %n logn 4+ O(n), where recent work of Morales-Pak-Tassy show that the next
term of the expansion is cn + o(n) for some constant ¢. Determine its dependence on the limit shape.
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+ Study the asymptotic behavior of f*/# when X, ;1 approach some limit curves. The question for what limit
curves of A/ with [u1| = ¢|\| and ¢ > 0 a fixed constant is the dimension f*/# asymptotically maximal has
been recently answered in [24].

A

* Determine the asymptotic growth of the Littlewood-Richardson coefficients c;,,,,

when A, u, v approach
certain limit curves as before, under the right rescaling.

* Stanley showed in [28, supp. exc. 79(c)] that for the Littlewood—Richardson coefficients we have log, maxy ,, v Arn cf; ™~
5. Find the limit shapes of the partitions A, 11, v where this maximum is achieved, and determine the asymp-
totic behavior when J, i, v approximate given curves. The conjecture of Stanley claims that both A, x and v
have to be Plancherel for the maximum to be achieved (personal communication), and was partially resolved
in [24]).

* For the Kronecker coefficients g(A, i1, v) what is log, maxy ;, p+-n g(A, £, v), and what is the general asymp-
totic behavior when A, 1, v approach given curves. The maximum is achieved when A, p, v are all Plancherel [24]].

* For the plethysm coefficients ay (d[n]), relevant to GCT, determine their growth as a function of n, d, A.

* Determine &,,(1"™), the evaluation of the Schubert polynomial at (1, .. .), asymptotically as a function of n
and certain characteristics of w like occurrence of 231 patterns, see [[15 (30} 33]].

Determine the number R,, of reduced words of w asymptotically as a function of certain characteristics of
w like occurrence of 231 patterns.

Determine the typical permutations at the equator of the weak Bruhat order. This problem is equivalent to
the “great circle conjecture” in the random sorting networks of [2], and was solved in an exciting recent
paper by Duncan Dauvergne (who presented his results at the workshop; see Section 3 below).

Study the asymptotic expansion as a function of the variables x of the normalized skew Schur function

S)\/,u,(xla sy Ty 1n7k)
S)\/u(ln)

as A/ approaches a limit profile. Alternatively, analyze lozenge tilings in “skew” domains, i.e. left and
right boundaries given by p, A respectively, as opposed to the only studied case when one boundary is flat.

* Study the asymptotics of S,, normalized characters (after the breakthrough results by Biane, see [3], and
Feray—Sniady, el

Study the asymptotic limit surface of the distribution of monomials of Hilbert series in diagonal harmonics,
proposed and christened “Marco Polo surface” by A. Garsia (cf. the proof of the shuffle conjecture in [3]).

Selected advances in the theory presented at the workshop

Twenty-two speakers presented their work during the workshop. We include below a short list of the theoretical
advances presented in a few of the talks.

1. Hook formulas for enumeration and asymptotics of skew tableaux. Many analyses of the asymptotic
behavior of Young tableaux are based on the classic hook-length product formula of Frame, Robinson and
Thrall [7] for tableau of partition shape. However, this approach is limited in that it does not make it
possible to answer questions about limit shapes except in a few simple cases (rectangular and staircase-
shape tableaux) or derive asymptotics for tableaux of skew shapes, a regime where no product formula is
known. Alejandro Morales (University of Massachussetts, Amherst) presented a novel enumerative and
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asymptotic analysis for skew shapes relying on a new beatiful class of formulas to count skew tableaux
by Naruse [20, 21]] (announced in 2014) and Okounkov—Olshanski (1998) [23] that are positive sums of
products of hooks. This talk summarized several of his recent papers, coauthored with Pak and Panova,
studying the combinatorics and asymptotics of Naruse’s formula and an upcoming paper with Zhu on the
Okounkov—Olshanski formula.

2. The Archimedean limit of random sorting networks. Duncan Dauvergne from the University of Toronto
presented his recent proof of the 2006 random sorting networks conjecture made by Angel, Holroyd, Romik
and Virag [2]. This exciting result is the culmination of a sequence of papers by the authors of the 2006
paper, Gorin, Mustazee, and others, and constitutes a major advance in the field. The methods developed to
attack the problem will surely play a role in future work on offshoots and analogues of the original problem.

3. Limit shapes of Young tableaux. Svante Linusson (KTH Royal Institute of Technology, Stockholm) pre-
sented his recent joint work with Robin Sulzberger and Samu Potka on the limit shape of shifted staircase
standard Young tableaux, with applications to 132-avoiding sorting networks. The results are an application
of the calculus of variations methods used to analyze limit shapes of random Young tableaux, as developed
in earlier work by Vershik-Kerov, Logan-Shepp and Pittel-Romik, and discussed in the book [26].

4. Generalized Polya urn models and Young tableaux. Cyril Banderier (Université Paris-Nord) presented
additional results on limit distributions for random staircase shape Young tableaux derived in his recent work
with Marchal and Wallner. These results are based on an innovative technique that relates the questions on
these tableaux to a class of generalized Pdlya urns. The related questions on Pélya urns can in turn be
answered using sophisticated methods of analytic combinatorics.

5. Evaluation of determinants. Many problems in asymptotic algebraic combinatorics lead to algebraic quan-
tities such as determinants, which we often wish to evaluate precisely and/or asymptotically. This leads to
difficult questions about evaluation of determinants. Christian Krattenthaler (University of Vienna) gave a
survey talk in which he illustrated with a few examples how determinants with interesting evaluations can
arise in applications, and how one can formulate conjectures about the evaluations of such determinants
and eventually prove those conjectures through a series of artful manipulations, inspired generalizations,
experimental calculations, and a carefully honed intuition.

Selected open problems presented at the workshop

In addition to presentations by speakers of recent advances in the theory and survey talks about established methods
and directions, we held a session in which participants could present some exciting open problems they are thinking
about. In this section we discuss just a few of the problems presented. A full list of problems was compiled by
Nathan Williams, one of the workshop participants, and made available to all the participants. We hope that this
will stimulate future research and collaboration efforts.

Constants in asymptotic expansions of tilings (presented by Vadim Gorin, MIT)
The number of tilings of a hexagonal domain €2 by lozenges was given by MacMahon as

A B C

i+j+k—-1
#tilings of (2 = HHH
i=1j=1Fk= 124_‘7—’_16_2

The number of tilings of more general domains by lozenges don’t usually have such nice formulas, but we can
still ask about the following asymptotic expansion:

In (#tilings of L - Q) = L%y, + (LIn L)y2 + Lys + -+ - . (5.0.2)
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It is known that the first constant y; in Equation can be written for any domain as

"= //Q S(Vh)dzdy.

The second constant 5 is believed to be “somewhat universal,” mostly not dependent on the shape of the domain.

Problem 5.0.1. What is the third constant in Equation|5.0.2)? Vadim thinks it should be able to be written as
V3 = 7{ f(tangent)de,
¥

where [ is some “mysterious” function.

Limit properties of tableau tuples (presented by Jang Soo Kim, Sungkyunkwan University)
Let A be a fixed standard Young tableau (SYT) of size r. We say that an SYT 7 contains A if A is equal to the
tableau obtained from 7" by removing all cells containing integers greater than 7.

Conjecture 5.0.2. /29 Conjecture 6.1]

a random m-tuple (T4, ..., Ty) of
lim Pr SYT of size n, all the same shape

with each T; containing A

a random m-tuple (T, ..., Ty) of
= lim Pr SYT of size n,

with each T; containing A

This conjecture may seem intuitively obvious by the following argument. The only difference between the two
limits is the condition that 77, . . ., T;,, must have the same shape. Since there is a limit shape of a standard Young
tableau of size n when n tends to infinity, even if we choose 717, ..., 7T;, independently, the shapes of T, ..., T},
should be almost the same. Therefore, the additional condition should not change the probability, and we should
obtain (27?).

But this “intuitive proof™ is incorrect because we haven’t used any properties of tableau containment: if it were
correct, it would hold for any property of tableaux. More generally, let p : SYT — {True, False} be a tableau
property and define

arandom m-tuple (T4, ...,T,,) of
P, =Pr SYT of size n, all the same shape and
p(T;)forl <i<m
arandom m-tuple (T4, ...,T,,) of
@, =Pr SYT of size n,
p(T;)forl <i<m

For example, when p(T') is the statement that the number of rows of 7" is greater than the number of columns
of T" then

= lim P, # lim @, = —

1
2 n—o00 n—oo om

Problem 5.0.3. Find the statements p(T) for which lim,,_, oo Py, = lim,, o0 Q.

Note. Fedor Petrov sketched the idea of a proof of Conjecture
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Problems related to hook formulas for d-complete posets (presented by Soichi Okada, Nagoya University)
Theorem 5.0.4. (Naruse—Okada [21)]) Let P be a connected d-complete poset and F' an order filter of P. Then
the multivariate generating function of (P \ F')-partitions is given by

e HueB(D) z[Hp(v)]
Z a Z HveP\D(l — z[Hp(v)])’

rEA(P\F) DeEp (F)

where D runs over all excited diagrams of F' in P.

Problem 5.0.5. Find a combinatorial (bijective) proof. More explicitly, find a decomposition

AP\F)= || A(P\F)p

De&p(F)
such that
Z e HUEB(D) z[Hp(v)]
S T Maemp( = 2[Hp ()

Note. This is proven in the famous paper [16l] for skew shapes using the Hillman-Grassl algorithm.

Conjecture 5.0.6. (Okada [22)]) If P is a connected d-complete poset, then

> Weloig.t)z7 =[] (tz[Hp(v)]; )0

ceal?) vep FHPO) )0
Known Results : The conjecture holds
¢ if ¢ = t (Peterson—Proctor’s hook product formula),
¢ if P is arooted tree (use the binomial theorem and induction),
* if P = D()) is a shape (= Young diagram) (Okada),
* if P = S() is a shifted shape (= shifted Young diagram) (Okada),

e if P is a bird (Ishikawa).

Asymptotics of oscillating tableaux (presented by Sam Hopkins, University of Minnesota)

In his nice survey “The Ubiquitous Young Tableau” [27], Sagan highlights three classes of tableaux: ordinary
Standard Young Tableaux, shifted Standard Young Tableaux, and oscillating tableaux. Many people have studied
asymptotics of both ordinary and shifted SYTs—what about oscillating tableaux?

An SYT of shape A is a walk in Young’s lattice of partitions from the empty shape & to A that only goes
upwards. An oscillating tableau of shape A is a walk in Young’s lattice of partitions from the empty shape @ to A
that can use both upwards and downwards steps. More formally, an oscillating tableau of shape A and length / is a
sequence (@ = A%, Al ..., \* = )) of partitions such that A’ and \**! differ in exactly one box for all .

(Oscillating tableaux play roughly the same role for the symplectic group that SYT play for the general linear

group.)

Problem 5.0.7. Study asymptotics of oscillating tableaux. We can take either { — oo or |\| — oo or both. In
terms of what we “observe” from a random oscillating tableau T = (\°, \1, ..., )\Z), there are various options,
including:

* observe the Young diagram A for some 0 < ¢ < 1 (which hopefully limits to a limit curve with the right
normalization);



52 Five-day Workshop Reports
e write i at a box u if u belongs to exactly i of the N, and observe these heights as a surface (which hopefully
limits to a limit surface with the right normalization).

Why could we hope for nice asymptotics? Because there are equally good product formulas for oscillating
tableaux as for SYT! Set OT(, £) to be the set of oscillating tableaux of shape A and length /.

Theorem 5.0.8 (Sundaram [31]]). Let |A\| = k. Then

#OT(A\, k +2n) = (k 2271) ~(2n — - FA

where f* := #SYT()) is given by the usual hook-length formula.

There are also weights one can apply to oscillating tableaux (which don’t make sense for SYTs) and which still
give product formulas:

Theorem 5.0.9 (Hopkins-Zhang [9]). Let || = k. Then

k+2
Z Wt(T):#OT(A,k+2n)~(k+2n+1).3 Jg i
TEOT(\ k+2n)

where wt(A0, ... X0) i= 300 |
Theorem 5.0.10 (Han-Xiong [8])). Let |\| = k. Then

> wtp(T) = #OT(\ k+2n) - (k+2n+1) - Q(k, 2n + k),
TeOT (X, k+2n)

where wtp(\0,... \f) == Zf:o P(|\|,4) for any fixed bivariate polynomial P(x,y), and Q(x,y) is another
bivariate polynomial depending on P (in a recursive way).

It would also be interesting to study random oscillating tableaux according to these weights (e.g., can clearly
obtain Plancherel measure with A = & in this way).

Nonstandard longest increasing subsequences (presented by Robin Pemantle, University of Pennsylvania)
It is well-known [26, 32]] that the expected length of the longest increasing subsequence (LIS) of a random permu-
tation of length n is 24/n. Consider instead the expected length of the LIS of a simple random walk (i.e., steps of
+1, each with probability 1/2). By [ Theorem 2], this expectation is at least (1/1000)+/n log, n.

The Ultra-fat tailed random walk is defined in [25, Section 2.2]. For a fixed number of steps, the following
easier construction will do. Let 7 be a random permutation on [N] and let {Y;} be IID +1 fair coin flips. For
k < N, let

k
Sk =) Y;10"9).
j=1

Problem 5.0.11. Determine the length of the LIS in S1, 59, ..., SN.

It is shown in [23]] that the mean and median are bounded between two powers of IV, determined by recursions,
and in particular it is at least N°-%? and at most N°-82, Neither recursion can yield a sharp bound. Simulations
show it is around N9-71.
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Stanley’s Schubert shenanigans (presented by Greta Panova, University of Southern California)
This problem originates with Richard Stanley. Each permutation w € S,, has a corresponding Schubert polynomial
Sw(z1,z2...,Ty,). Define

- 1,1,....1).
YTn 1%%55671)(7 oo 1)

Using well-known formulas for Schubert polynomials, +,, can be rephrased in terms of reduced words, or in terms
of pipe dreams.

Conjecture 5.0.12 ([30, Section 5]).
1. Show that the limit lim n~2log, v, exists.
n—oo

2. Compute the value c of this limit.
3. Find the permutation(s) w achieving .

It is known that
on?/4 <y < 2(5).

Moreover, if c exists, then 0.2932362762 < ¢ < 0.46; the lower bound is obtained by considering a family
of “layered permutations” [19], while the upper bound follows from a “rigorous heuristic argument” due to due
to Damir Yeliussizov and Igor Pak (unpublished) for the corresponding lim sup. In [15]], Merzon and Smirnov
conjectured (on the basis of numerical evidence for n < 10) that this family realizing the lower bound also realizes
the upper bound:

Conjecture 5.0.13 ([15] Conjecture 5.7]). Every permutation w € S, with G,,(1,1,...,1) = ~, is a layered
permutation.

A panel discussion on the future of the field

This workshop has been the first attempt by the organizers to gather together experts from multiple areas with the
goal of catalyzing new research and a fruitful exchange of ideas in asymptotic algebraic combinatorics. We feel
that the area of the workshop is undergoing tremendous growth and becoming established as an important area of
research. To help inform our and the participants’ thinking about future directions, we held a panel session in which
the future of asymptotic algebraic combinatorics (and more generally algebraic combinatorics), was discussed. The
panelists were Igor Pak and Dan Romik, and the panel was moderated by Greta Panova. Many others among the
workshop participants expressed opinions about future directions for the field, both in the mathematical sense and
in terms of how activities should be organized, how we can better support the progress of graduate students and
early-career researchers, and so on. This was a thought-provoking experience.
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Chapter 6

Mathematical Criminology and Security
(19w5101)

March 17 - 22, 2019

Organizer(s): Theodore Kolokolnikov (Dalhousie University), David J.B. Lloyd (University
of Surrey), Martin Short (Georgia Institute of Technology)

Overview of the Field

Mathematical criminology and security is an emerging field that combines quantitative and qualitative criminology
theories with mathematical analysis and methods to provide new tools for understanding and predicting criminal
behavior. These tools may then be employed by law enforcement practitioners to provide evidence-based policing
strategies to aid in efficient resource allocation.

Mathematical criminology to date has focused on two main areas: predictive policing and understanding crime
hotspot formation. Predictive policing emerged from the seminal work of Mohler [14] where they modelled bur-
glary crime via a self-exciting point process in order to capture the repeat victimisation temporal dynamics. This
approach is very different to multi-level modelling and statistical analysis commonly done in criminology which
usually only attempts to model explanatory variables or static count models; see [18] for a review of current quan-
titative criminology. The self-exciting point-process model has proven to be the key basis for all subsequent work
in the field due to is simplicity and versatility.

One of the key observations from the predictive policing is that urban crime clusters in space. Developing an
understanding of the reasons for why hotspots form and how they will react to police intervention has been a major
area for the field [28, 1, 26, 2, 30, 10, 9] The modelling of crime hotspot formation starting from agent-based
models has produced an Dynamical systems and partial differential equation analysis has helped to show that there
are two types of hotspots (supercritical and subcritical) and these are either displaced or completely eliminated by
hotspot policing.

Along side the mathematical work, there has been a considerable amount of quantitative and qualitative crim-
inology research. However as pointed out by Prof. P. Jeffrey Brantingham in his talk at the workshop, despite all
the research no significant improvement in the prediction of crime as been achieved using multi-level modelling.
This leads to the key question in the field: have we reached the limits of predictive crime models or are we missing
something in the models?
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Recent Developments and Open Problems

We focus on developments made by mathematicians working in criminology who are using a variety of statistical,
modelling, and dynamical systems/partial differential equations techniques.

Recent advances have been in uncertainty quantification and data assimilation techniques for criminology/policing
applications such as inferring network structures e.g., social networks, or links between crimes []. There has also
been a considerable amount of work on analysing the statistical link between road networks and crime [ref].

¢ Prediction and inference:

— inferring network structure: roads, social

— inferring crime linkage
¢ Modelling:

— urban crime/burglary PDE models
— Coordination games

— age-structured models

Presentation Highlights

 P. Jeffrey Brantingham: The Structure of Criminological Theory

Prof. Brantingham opened up the workshop on the structure of criminological theory where he highlighted a
possible ‘crises’ in explaining crime in that there have been no major improvements in multi-level statistical
models commonly used in quantitative criminology. In his talk, Prof. Brantingham outlined the key problem
in trying to explain variability in crime across space, time and individuals.

e Patricia Brantingham: Patterns in Crime: An Overview

Prof. Brantingham gave an overview of core concepts in patterns in crime such as activity space, awareness
space, push and pull in cities. Understanding the underlying structure of a city is very important in trying
to uncover crime patterns. A key concept that was introduced was that of ‘Directionality’ to a crime loca-
tion for individual criminals leading to ‘Directionality boundaries’ where crime is observed to be maximal.
Open problems presented include how to combine mobility data and models to improve crime prediction,
modelling fear-of-crime, and what topology can say about

» Jonathan Ward: Agent-based models and data assimilation

Dr. Ward presented various mathematical tools to analyse and combine data with agent-based models (known
as ABMs). ABMs are commonly used on computational sociology to model individuals as agents and their
actions/interactions. Mathematically, these models are very hard to analyse and combine with data and
there is an immediate need to develop new mathematical techniques for AMBs. Dr. Ward presented various
techniques such as bayesian model selection, data assimilation, and equation-free methods.

* Craig Gilmour: Self-Exciting Point Processes for Crime

Mr. Gilmour presented his work looking at using the Hawkes process for predicting crime space and time
locations. He looked at Chicago and highlighted that a constant background crime rate does not fit the data.
It is suggest that an anisotropic background crime rate with an isotropic excitation rate.

* Baichuan Yuan: An Efficient Algorithm for Spatiotemporal Multivariate Hawkes Process and Network Re-
construction
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Mr. Yuan presented his work on developing uncertainty quantification methods to infer a hidden network
structure based on event count data using a Hawkes process model. The key challenge here is that to infer a
large networks requires a large amount of data and computationally efficient methods. Mr. Yuan presented a
novel approach to the problem and demonstrated his method on a real social network application. It is clear
that there are some interesting future directions for research in this area from both a statistical and modelling
perspective.

* Michael Porter: Spatial event hotspot prediction using multivariate Hawkes features

Prof. Porter talked about how one might determine if two crimes are linked together using a combination of
a Hawkes process to determine the probability that one crime is linked/caused by another and linkage using
a logistic regression model. Open problems presented here were

— Can the self-exciting models help estimate linkage probabilities?

— Can we use linkage to help inform self-exciting models?

* Yao Xie: Scanning statistics for crime linkage detection

Prof. Xie talked about their work on change point detection to detect anomalies and how to develop data
driven police patrol zones optimally. For the change point detection a generalised likelihood ratio detection
statistic was developed. Open problems in this area include developing good spatio-temporal-textual point
processes and developing a reinforcement learning approach.

» Naratip Santitissadeekorn: Approximate filtering of intensity process for Poisson count data

Dr. Santitissadeekorn presented his recent work on developing sequential data assimilation (filtering) tech-
niques for the discrete-time Hawkes process on a lattice. The objective is to develop efficient tracking
methods rather than reconstruction of the past. Open problems in this area including developing efficient
filters for crime linkage detection and network problems.

* George Mohler: Predicting crime is easy, using crime predictions is hard

In this talk, an overview of crime prediction algorithms was presented and the problems associated with
trying to using crime prediction software in practice. Practical problems such as how to increase officer
buy-in or how to get the public or other groups more involved in using crime models were discussed. It was
also discussed how one can introduce ‘fairness’ into the system to deal with bias in the data. Open problems
such as should models be regulated and how to make use of probabilistic predictions were discussed.

* Hao Li: Uncertainty Quantification for Semi-Supervised Multi-class Classification in Ego-Motion Analysis
of Body-Worn Videos

Mr. Li presented his work on how to perform classification of body-worn police videos with a small amount
of annotated training data. The main problem is that a massive amount of video data is collected without
labelling and it is a problem how to make efficient use of human labelling (triage)? For this problem he
developed a novel uncertainty quantification algorithm to carry out the labelling efficiently and highlight
where human labelling is required. This was then demonstrated on real data.

* Nancy Rodriguez-Bunn: Modelling Riot Dynamics

Prof. Rodriguez-Bunn presented her work on modelling the 2005 French riots using a non-homogeneous
Poisson process and a Susceptible-Infected-Recovered model. Open problems in this area are how to effec-
tively model and forecast riot activity.
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* Chunyi Gai: Existence and stability of spike solution in SIRS model with diffusion

This talk looked at a variant of the Susceptible-Infected-Recovered model from epidemiology with spatial
diffusion that can lead to stationary spatial spikes in the infected population. A stability analysis of the spikes
was carried out. An open problem is to analyse spatio-temporal spikes.

» Toby Davies: Street networks and their role in crime modelling

This talk looked the link of the street network and burglary crime. Several challenges were highlighted
such as how ‘Directionality’ can be reconciled with the street network, community structure and analyse
of immunity when crime does not happen despite being predicted. It was also discussed how to link a
network-based models to continuous continuum models.

* Wen-Hao Chiang: Multi-armed bandit problem on rescue resource allocation

This talk presented the problem of how to use hot-spot prediction for early resource allocation leading to
the problem of exploration versus exploitation. The key challenge is how to develop efficient algorithms to
solve this problem.

¢ Jan Brunton-Smith: Collective efficacy and crime in London: The importance of neighbourhood consensus

In this talk, the criminology theory for collective efficacy was presented and new opportunities for mathemat-
ical modelling of collective efficacy was suggested. For instance, can mechanistic models help understand
the formation/dynamics of spatio-temporal consensus of collective efficacy? can we understand the impact
of external events like terror attacks?

e Maria R D’Orsogna: Santa Monica, the train and proposition 47

In this talk an analyse of violent crime in Santa Monica and the possible reasons for the recent increase
(a new train line or proposition 47 law change) were investigated. Open problems here are in trying to
determine the key causes of violent crime patterns to change.

Scientific Progress Made

The workshop ran several discussion groups to focus on key areas of interest.

¢ Bias - boundaries of patrols: too little police on boundaries, too much police (worry about incidental arrests
reinforcing crime hotspots) could mathematically model

* Networks and neighbourhood/community effects: this session discussed how one might model various phys-
ical transportation networks and link this with social networks.

 Directionality: mobility — direction of crime to travel paths, what is a boundary and porosity of boundaries.
Geographic profiling. Predictive incorporating into self-exciting models, mobility data.

* Prevention and Intervention - prevention is defined as long-term and intervention as short-term. Open prob-
lem to look at age-structured models to predict 40year crime waves and to investigate intervention strategies
e.g. at what age should society intervene? Main challenge is to overcome the low probabilities of events and
either saying intervene on everyone or no one.

Outcome of the Meeting

The meeting highlighted two main interesting directions for the future of mathematical criminology:

¢ The first area for future work is in prediction and inference where recent developments in uncertainty quan-
tification and data assimilation could be combined with network models to help improve explaining the
variability in crime.



Mathematical Criminology and Security

61

* The second area for future work highlighted is in modelling and mathematical analysis of other types of crim-
inology (Learning) theories such as social disorganisation, differential association, control theory, ANOMIE,
conflict theory, labelling theory etc. The aim of the models would be to combine various qualitative theories

to see if they can explain

* Build a community and organise workshops to develop the field of mathematical criminology.
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Sherbrooke), Gourab Mukherjee (University of Southern California), Debashis Paul (University
of California, Davis)

Overview of the Field

The BIRS workshop “New and Evolving Roles of Shrinkage in Large-Scale Prediction and Inference” brought
in thirty-six experts in statistical theory, methods and related applied fields to assess the latest developments and
explore new directions in the field of shrinkage methodology and algorithm development for large-scale prediction
and statistical inference. There were twenty-six talks and two discussion sessions during the workshop focusing
on both the current and future state of this rapidly evolving field. The talks were divided into the following themes:

» Empirical Bayes and optimal shrinkage under heterogeneity and asymmetry,
 Shrinkage priors for Bayesian prediction and inference,

* Spectral shrinkage and inferences under unknown covariances,

* Non-linear shrinkage and penalization methods for structured estimation,
 Efficient and scalable shrinkage algorithms for Big Data Analytics.

Overall there was general consensus that shrinkage methods are now omnipresent in modern data science. The tra-
ditional roles of shrinkage have been massively revolutionized as complex shrinkage penalties pertinent to modern
data structures are used for large-scale predictive modeling. Historically, the elegant mathematical statistics theory
developed following the celebrated works of [87, 86, 9] guided and popularized the usage shrinkage perspective
in varied applications as a tool to calibrate bias-variance trade-off. Over the past decades, there has been enor-
mous growth of new applied shrinkage methods. The foundational decision theoretic perspectives now needs to
be extended to complex high-dimensional framework to be useful for evaluating efficacy of modern methods. The

64



New and Evolving Roles of Shrinkage in Large-Scale Prediction and Inference 65

recent developments in shrinkage theory and methods that were presented in this workshop illustrate the conjoint
evolution of field in theory and methods. There has been increasing emphasis on non-linear shrinkage methods
that can adapt to latent structure in the data generation process. Lasso-type methods in the Frequentist domain and
local-global shrinkage prior based methods in the Bayesian domain have been very successful in variable selec-
tion applications. Though contemporary Frequentist and Bayesian approaches to structured shrinkage modeling
involves different computational tools, the corresponding estimators are often proved to enjoy similar decision
theoretic optimality properties. Shape constraint estimation has been a vibrant area in the recent years yielding
pragmatic robust methods based on non-parametric maximum likelihood methodology. The workshop also dis-
played shape-constrained estimation in the Bayesian domain where novel approaches to set-up constrained MCMC
samplers are being used. The workshop had talks involving inference in domains where the covariance structure is
unknown and needs to be estimated from the data. These recent works involve new mathematical statistics ideas
particularly those involving the spectrum of large matrices and yielded powerful methodologies that can be ap-
plied to inventory management, weather forecasting, health-care and environmental sciences. The workshop also
illustrated recent developments in predictive density estimation. High-dimensional predictive density estimates
adapting to various constrains has been developed and they can be used for probability forecasting in a host of
modern applications. The power of predictive density estimation methods were displayed by showing their su-
perior risk properties compared to estimative plug-in approaches. The participants agreed that there is a growing
need for a confluence of modern theory and large-scale shrinkage applications. This confluence is extremely im-
portant for disciplined growth of the subject by understanding the operating characteristics and working principles
of innumerable different penalties proposed by practitioners and data enthusiasts.

Recent Developments and Open Problems

The workshop brought to fore the latest usage of shrinkage methodology along with their associated theoretical
support and guarantees. Perhaps, the Gaussian sequence model [48] is the simplest framework to explicitly study
the role of different kinds of linear and non-linear shrinkage [95, 10, 9, 19]. The optimal direction and magnitude
of shrinkage has been well-studied in this set-up [14, 32, 33] and these traditional results have lead to an elegant
mathematical theory for risk analysis and decision theory in models where the number of parameters increases
along with sample size and equals to the number of observations. These form the foundations for shrinkage theory
in modern complex models though closed form estimators and exact tractable analysis is not available here. An
intrinsic challenge in shrinkage methods is accurate estimation of the shrinkage hyper-parameters so that the resul-
tant algorithm is tuned for optimal estimative or predictive performance. Most of these traditional results dealing
with optimal shrinkage consider a parametric family of estimators indexed by shrinkage hyper-parameters that
are then optimally tuned [22, 23, 11, 21, 68]. In real-world applications, these parametric families of estimators
often have limited usage and there is need to consider flexible non-parametric counter-parts. Conducting opti-
mal non-parametric shrinkage estimators is difficult [13] and very recently powerful theory and methods in that
direction have been proposed [46, 47, 53, 54, 85, 18] by using Non-parametric Maximum likelihood (NPMLE)
based techniques. This workshop had four talks demonstrating the applicability of NPMLE in constructing po-
tent non-parametric shrinkage estimators. These recent works shows that incorporating shape constraints such as
monotonicity improves these estimation frameworks and the resultant estimators are robust and adaptive. A con-
venient aspect of these estimators is that they can be computed using convex optimization solvers. In this context,
the recent R package REBayes of [52] has seen popular usage for implementing these methods.

In complex models that are typically used in contemporary data analysis, the empirical Bayes (EB) perspective
[79, 80, 96, 1] is used as an efficient interface for conducting shrinkage by pooling information through a hierar-
chical set-up. Hierarchical modeling has become an increasingly important statistical method in modeling large
and complex datasets as it provides an effective tool for combining information and achieving partial pooling of
inference [89, 57, 6]. The applications of hierarchical models involve simultaneous inference on different param-
eters of interest that are related through a higher level similarity and are often well modeled by a second-level
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prior. The workshop showcased recent developments in optimal selection of shrinkage magnitude and directions
in hierarchical models and applications of hierarchical random effects modeling in mortality rate estimation and
individualized prediction [37].

In many contemporary applications [42] auxiliary information regarding the second level structures (such as
correlation patterns) is available and can only be suitably incorporated in the hierarchical framework through
nonexchangeable priors. Recent work of [5] presented in this workshop develops a generic predictive program
for constructing efficient shrinkage rules in a non-exchangeable Gaussian model with with an unknown spiked
covariance structure. Shrinkage is facilitated through a family of commutative priors for the mean parameter that
are governed by a power hyper-parameter which varies over perfect independence to highly dependent scenar-
ios. Bayes predictive rules in such as set-up involve quadratic forms in functionals of the unknown population
covariance. Random matrix theory results [75, 74, 49]are used to correctly estimate the shrinkage estimator in
such a Bayesian hierarchical model. Recent Bayesian and Frequentist methods for inducing shrinkage in models
with unknown covariance is also covered. Consistent boootstrap based programs for estimation of several spectral
statistics have been developed [62, 50]. Recently works have lead to several new methods for estimating the spec-
tral distribution such as by empirical tilting. Novel asymptotic estimation of the distributions of eigen vectors of
high-dimensional structured random matrices are developed in [25] for applications in network inference. In spa-
tial statistics, statistical computations for large datasets are a challenge, as it is extremely difficult to store a large
covariance or an inverse covariance matrix, and compute its inverse, determinant or Cholesky decomposition. In
this domain, scalable matrix-free conditional samplings algorithms are being developed for estimation in spatial
mixed models [20].

The workshop documented recent progress in predictive density estimation. The goal in Predictive Density
Estimation (prde) is to use past data to choose a probability distribution that will be good in predicting the behavior
of future samples. The problem of predictive density estimation is one of the most fundamental problems in
statistical prediction analysis (See [3, 30, 29] ). Traditionally, prediction analysis has dealt with extracting as
much information as possible from a small data set. However, over the last decade high-dimensional prde has
recieved much attention. Recently, decision theoretic parallels have been established between the predictive density
estimation and the multivariate normal mean estimation problem [34, 38, 35, 12, 55, 51, 93, 39, 64]. Connections
between the two estimation regimes under parametric constraints have been explored by [92], [26], [60], [70]
and [69]. Here, recent development in structured predictive density estimation in varied parametric models were
discussed. The resultant density estimates possess optimal predictive log-likelihood properties and can be used in
a host of modern applications where data sets with large numbers of predictors are increasingly being collected.

While most of these developments in prde are in the sequence models, the workshop covered regression tech-
niques in high-dimensional model with many more covariates than observations. Here, variable selection is impor-
tant for constructing good estimators of the unknown parameters [2]. Recent developments in this domain has lead
to scalable Bayesian shrinkage priors with desirable posterior concentration [7, 8, 61, 91]. Some of the most pop-
ular Bayesian variable selection techniques [67, 36, 44] are built on the “spike and slab” prior distribution. Spike
and slab approaches and their computationally tractable extensions have recently been very successfully applied
in selecting variables in high-dimensional sparse regression models (See [73, 7, 83, 81, 82, 43] and the references
therein).Of particular note is the wide usage of continuous spike-and-slab methods exemplified by horse-shoe
priors based methods [76, 77, 91, 61]. Bayesian inference methods for adaptation to shape constraints and ap-
proximate Bayesian computations reinvigorating traditional MCMC methods for large scale Bayesian shrinkage
are vibrant areas of modern research in this stream of works.

The workshop also covered new directions where empirical Bayes and related shrinkage ideas are beginning to
be employed for improving existing inference methodologies. The role of shrinkage in testing hypothesis related
to functional data [17] as well as empirical Bayes methods for matrix completion [66] and modern causal inference
problems were discussed.
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Open Problems

One of the generic themes of the presentations in the workshop was the importance of extending inferential
paradigms from point or interval estimation to predictive inference. Here is a brief list of topics that fit into
this research agenda.

1. Predictive density estimation has traditionally focused on usage of the Kullback-Leibler loss. However, new
phenomena have begun to emerge in the context of statistical models involving high-dimensional parame-
ters with the utilization of a wider variety of losses that include chi-square, total variation and Wasserstein
metrics. One broad class of research problems is to conduct systematic studies to develop understanding and
effective strategies for predictive inference for various classical models such as Gaussian sequence model,
Poisson regression model, linear regression models and various models for longitudinal data under such loss
functions.

2. High-dimensional inference poses a multitude of challenges and opportunities. While usage of shrinkage
strategies in high-dimensional problems has a long history, the literature on predictive inference for these
problems is still relatively limited. Some relevant open problems include (a) choice of appropriate sparse
and dense priors for linear models with unknown covariance; and (b) choice of priors for optimal predictive
inference for low-dimensional functionals of high-dimensional parameters.

3. Graphical models have emerged as a powerful modeling paradigm for complex multivariate data. The ques-
tion of predictive inference for such models has been largely unexplored. One of the challenges here is
to come up with appropriate models for describing probabilistic structures on graph spaces that are both
analytically and computationally tractable.

Presentation Highlights

The workshop demonstrated fascinating progress in predictive density estimation (prde). Prde has traditionally
been one of the most fundamental problems in statistical inference [31, 3]. Over the past decade, tractable deci-
sion theoretic progress regarding efficacies of Bayesian and Frequentist approaches to prde has been made. Eric
Marchand summarized these recent results across different loss functions and varied useful parametric set-ups
[26, 60, 59, 58, 63]. Bill Strawderman showed that under Kullback-Leibler divergence in spherically symmetric
distributions, there exists alluring parallels between point prediction and predictive density estimation and min-
imum risk equivariant densities can be dominated by Harmonic priors [27]. Iain Johnstone showed that in high
dimensional predictive density estimation under sparsity constraints there exists decision theoretic contrasts with
minimax sparse location estimation results [69]. These contrasts can be explained by analyzing minimax optimal
sparse discrete priors [72]. The minimax risk of popular spike-and-slab prdes were also obtained. Fumiyasu Ko-
maki demonstrated the recent progress made in prde in discrete Poisson models. Prediction in discrete models
differs in fundamental aspects from prediction in continuous models [56]. In particular, Fumiyasu Komaki pro-
posed shrinkage priors so that its associated non-parametric Bayesian prde under Kullback-Leibler loss. Keisuke
Yano presented optimal tuning and usage of prde in poisson models under sparsity constraints[94]. Sparsity in
count data implies situations where there exists an overabundance of zeros or near-zero counts and these sparsity
constrained framework relates to zero-inflated models. All of the above developments are built in models with
known covariances. Takeru Matsuda [65] showed that in models with unknown covariance, predictive density
estimates based on singular value shrinkage prior have efficient prediction properties.

Bill Strawderman and Eric Marchand connected frequentist risk in predictive density estimation with the
shrinkage location estimators in Gaussian sequence models. Selection of optimal shrinkage parameters in se-
quence models is a vibrant area of research. Yuzo Maruyama presented ensemble minimaxity [16] of James-Stein
type [45] estimators in heteroskedastic sequence set-ups. Roger Koenker presented a non-parametric estimation
framework for modeling binary response by single-index models with random coefficients [40]. A new approach
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for computing the Nonparametric maximum likelihood estimation (NPMLE) that significantly increases computa-
tional tractability was developed. Aditya Guntuboyina discussed empirical Bayes estimation of multivariate normal
means [85] using NPMLE and extended NPMLE based shrinkage estimation to mixture of regression set-ups. Ji-
aying Gu demonstrated the applicability of Nonparametric empirical Bayes methods in econometric applications
dealing with heterogeneity in both the location and scale parameters. She investigated the performance of NPMLE
based ranking methods for studying several compound decision problems in teacher quality evaluation using ad-
ministrative data. The talk illustrated the importance of empirical Bayes ideas in providing elegant interfaces and
interpretative robust estimators for dealing with delicate policy questions. It led to much excitement and consid-
erable discussions among the audience. It was highlighted that unlike most state-of-the -art black-box modeling
approaches, the rigorous nature of empirical Bayes rules provide the much needed assurances needed for fram-
ing data-driven policy in sensitive applications such as evaluations based incentives, remunerative penalties and
terminations.

The workshop had several talks on non-linear shrinkage in Bayesian regression models. Edward George
demonstrated the powerful role of continuous shrinkage priors in sparsity constrained high-dimensional models
[83]. Malay Ghosh showed that in high-dimensional multivariate regression model, horse-shoe [77, 76] priors
can be used for efficient Bayesian estimation [91, 61]. Anirban Bhattacharya presented recent efforts to scale
up Bayesian computation in high- dimensional and shape-constrained regression problems. The transition kernel
of an exact MCMC algorithm was perturbed to ease the computational cost per step while maintaining accuracy.
Debdeep Pati showed that in Bayesian shape constrained estimation, commonly used priors are not suitable and
proposed a novel alternative strategy based on shrinking the coordinates using a multiplicative scale parameter.
The proposed shrinkage prior [78] guards against the mass shifting phenomenon while retaining computational
efficiency.

Another interesting attribute in this workshop was research talks on statistical methods to deal with unknown
covariances. Feng Liang presented the problem of estimating a high-dimensional sparse precision matrix in a
Bayesian framework. She showed that adaptation in shrinkage and sparsity levels can be induced by a mixture of
Laplace priors [28]. Miles Lopes showed that several spectral statistics can be non-parametrically well estimated
in high-dimensional set-ups by using bootstrap based methods [62]. Sanjay Chaudhuri presented the problem of
estimating the spectral distribution of large covariance matrices by exponential titling in regimes where sample size
as well as the dimension increases proportionately. Debashis Mondal presented modern Bayesian and Frequen-
tists approaches to deal with large covariance matrices in saptial mixed models. Tractable shrinkage estimation
using matrix-free conditional samplings algorithms was demonstrated [20]. Yingying Fan showed that asymptotic
distributions of eigen vectors in large random matrices can be adequately estimated and used for large-scale net-
work inference [25]. Gourab Mukherjee extended the emprical Bayes framework in Gaussian sequence model [89,
90] and considered prediction under unknown covariance in a hierarchical framework guided by a flexible family
of non-cummutative priors. Under spiked structure, the resultant Bayes predictors can be well evaluated in such
non-exchangeable flexible models [5].

There were several other fascinating attributes of shrinkage methods that were also displayed in the work-
shop. Xinyi Xu demonstrated the potential of Bayes factors in Bayesian hypothesis testing and model compar-
isons. Jinchi Lv presented an interesting methodology in high-dimensional nonparametric inference where dis-
tance correlation is used for inference pertaining to attributes related to a pair of large random matrices. Holger
Dette showed that hypothesis of practical relevance in functional data analysis often can not be tested by existing
methodologies and developed a new bootstrap based test for conducting accurate two-sample tests for those pur-
poses [17]. Jialiang Li presented a model averaging method for constructing a prediction function [88]. Several
semi-parametric models are weighted for prediction of the mean response. The non-parametric regression models
are marginally approximated by spline basis functions and fitted by Bayesian MCMC algorithm. Syed Ejaz Ahmed
demonstrated the role of shrinkage in removing implicit bias in Big data applications. He showed how shrinkage
rules can be re-calibrated to remove post selection bias in complex regression models. Qingyuan Zhao discussed
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the potential of using an empirical Bayes perspective [95, 96] in modern usage of causal inference in medical and
heath care applications.

Scientific Progress Made

There were two discussion sessions during the workshop in which the participants summarized the progress made
during the meetings by connecting the dots among the rigorous scientific talks. Several new perspectives in regards
to modern applications of shrinkage in big-data applications came up in the discussions. These discussions led to a
bigger picture on the current themes of research on shrinkage methods as well as on potential application areas. In
large-scale predictive modeling in biology, economics, finance, healthcare, management and marketing sciences,
it is now commonplace to use some notions of shrinkage to construct robust algorithms [24, 84, 71, 15, 4].

An interesting attribute of this workshop was the assimilation of mathematical theory with statistical methods
used in modern applications. Another feature was the increasing involvement of sophisticated Bayesian compu-
tational procedures to implement shrinkage strategies involving complex hierarchical models [78, 7, 83, 81, 82,
91]. A further significant development has been in terms successful demonstration of Bayesian shrinkage strate-
gies in “non-standard” problems motivated by modern applications [65, 66]. Finally, there were several talks on
novel shrinkage strategies for shape-restricted inference and high-dimensional inference [85, 62, 41], topics that
are becoming increasingly important in modern statistics.

Outcome of the Meeting

The workshop showcased the latest advances in the domain of predictive inference and shrinkage procedures in
statistics. Some of the key areas of development in contemporary statistics have been (i) inference for high-
dimensional data; (ii) sparse parameterization of complex models; (iii) inference under geometric constraints; (iv)
computational developments for large volumes of data, and (v) enhanced Bayesian methodologies for nonpara-
metric and semiparametric problems. This meeting has been successful in bringing together experts from each of
these fields, and thereby providing a platform for an informative exchange of ideas across these related disciplines.
Several collaborative research efforts, including new research proposals and exchange visits by various scholars,
have been taking shape as a direct consequence of the academic exchanges during this workshop.

One of the notable features of the workshop was the participation of a large number of young researchers in
the field. The key member of the organizing committee, Dr. Gourab Mukherjee, is Assistant Professor of Data
Sciences and Operations in the University of Southern California. Among the participants, quite a few were either
Assistant Professor or Postdoctoral Scholars in various reputed universities. This workshop therefore allowed these
young researchers to showcase their exciting research to the some of the most highly respected senior researchers
in the field. At the same time the workshop provided a nice networking opportunity to these young researchers,
many of them are expected to be leaders in their respective fields of research.

Participants in the workshop also laid out a number of open problems in the areas of predictive inference
and shrinkage-based statistical procedure. It is expected that this meeting will work as a catalyst in bringing
together researchers across disciplines to solve the mathematical and computational challenges associated with
these exciting questions.
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Chapter 8

Modelling of thin liquid films - asymptotic
approach vs. gradient dynamics (19w5148)

April 28 - May 3, 2019

Organizer(s): Uwe Thiele (Westfdlische Wilhelms-Universitit), Neil Balmforth (University of
British Columbia), Andrew Hazel (University of Manchester), Chun Liu (Illinois Institute of
Technology)

Overview of the Field

Thin films and shallow droplets of simple liquids on solid substrates have for many years been described quite
successfully by thin-film evolution equations (often called lubrication or long-wave equations) derived from the
basic transport equations of physico-chemical hydrodynamics employing a long-wave approximation [13, 2]. In
the more recent years the approach has been extended to complex liquids. The wide variety of systems that are
considered include relatively simple nonvolatile molecular liquids, volatile liquids, liquids with insoluble and sol-
uble surfactants, mixtures of simple liquids, particle suspensions, liquid crystals and a number of non-Newtonian
liquids. Film and drop dynamics is described for a number of distinct physical systems where the system either
approaches equilibrium states or may remain in out-of-equilibrium states that are driven by persistent fluxes. Ex-
amples include the dewetting dynamics of thin films on horizontal or structured solid substrates, the behaviour of
drops and films inside (rimming flow) and outside (coating flow) of a rotating cylinder, the spreading of surfactant
solutions, the transfer of liquid from a bath onto a moving plate, particle-laden liquid films flowing down an in-
cline, morphological transitions of individual sliding drops and the behaviour of their ensembles, and osmotically
spreading biofilms. Additional influences may be included, e.g., thermal effects resulting in thermal Marangoni
flows, chemical or topographical substrate heterogeneities, slip of the liquid at the solid substrate, phase transitions
as evaporation/condensation, dissolution or deposition, and the dynamics of the surrounding phases.

Recent Developments and Open Problems

In most cases, thin-film models are derived by employing a consistent asymptotic procedure, i.e., a small parameter
¢ is introduced that corresponds to the ratio of typical length scales orthogonal and parallel to the substrate (e.g.,
equilibrium contact angle, plate inclination, ratio of film thickness and cylinder radius) and governing equations
and boundary conditions are expanded in ¢ to derive evolution equations to different order for the local film height,
h, and other adequate order parameter fields (e.g., concentration fields). These are normally 4th order partial
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differential equations. In the case of a simple nonvolatile dewetting liquid on a smooth solid substrate under the
sole influence of capillarity and wettability the equation reads

Oh = —V - {?ijﬂmn(h))}

where 7 and + stand for the dynamic viscosity and surface tension of the liquid and II(h) = —df (h)/dh is the
Derjaguin (or disjoining) pressure that encodes the wettability of the substrate and is related to the wetting potential
f(h) [18]. It was noted early on by Oron & Rosenau as well as by Mitlin [14, 11, 19] that such equations can often
be written as gradient dynamics for the conserved order parameter field h, namely, as

oh = V- {Q(h)VaF}

Sh

where Q(h) = h®/3n is a mobility function and F'[h] is the free energy functional (at the same time a Lyapunov
functional)

Flh] = / [2(wny? + ()] dody

that consists of contributions of surface energy (in long-wave or small-gradient approximation) and wetting energy
(in Mitlin’s case [11, 19]). The latter formulation brings the thin-film equation into the wide class of gradient
dynamics models (for conserved fields) that also includes the Cahn-Hilliard equation, phase-field crystal equations,
models for epitaxial growth [6, 19] and models for membrane dynamics — implying that addressing important
general questions for one of these models will affect our knowledge regarding the others. These models can often
be directly derived based on deeper thermodynamic principles such as Onsager’s variational principle [4, 5].

However, although over the years quite a number of thin-film models have been derived employing asymp-
totic methods for various liquids in relaxational settings (i.e., without flow of energy or mass across the system
boundaries) [13, 2, 12] gradient dynamics forms have been discussed for a few models only and these studies are
typically more recent. Most involve several coupled fields; examples include dewetting two-layer films [15, 9],
films of mixtures [1, 21, 24] and surfactant covered films [20]. In the course of discussions at previous international
workshops and between colleagues it became clear that beyond the simple case given above where asymptotic and
gradient dynamics approaches are identical, frequently asymptotically derived models differ in important details
from the gradient dynamics form. For instance, there exist correctly derived asymptotic models that can not be
brought into a gradient dynamics form. As an example, appendix A of [20] reflects on such a discussion that came
up during the Programme Mathematical Modelling and Analysis of Complex Fluids and Active Media in Evolving
Domains at the Isaac Newton Institute for Mathematical Sciences (Cambridge, May—Aug 2013). Further, there
exist many ad-hoc amendments to thin-film models (in this way incorporating additional physical effects) that can
influence the gradient dynamics structure.

One such improvement to the lubrication approximation proposed in [7] and later by [17] consists of using the
full curvature (as opposed to its linearised form) of the free surface (i.e., Laplace pressure term) which at first view
one might discard as being in conflict with the standard lubrication approach. However, in a gradient dynamics
context one may interpret this approach as employing a better approximation for the surface energy while not
touching the approximation of the dynamics. This provides an interpretation of why it is a successful approach.
At present, comparisons of full Stokes flow calculations with lubrication models of different order on the one
hand and a gradient dynamics model on the other hand are underway for the dynamics of a film outside a rotating
cylinder. They show that the latter more faithfully captures the correct dynamics and even qualitative behaviour
over a wider range of control parameters [23]. This development in approximated hydrodynamic models for free
surface flows is in itself quite intriguing, however, at the same time it parallels a tendency in general Soft Matter
Science to consider dynamical models that can be derived with Onsager’s variational principle [16, 4]. One aim of
our workshop has been to discuss these approaches between the different communities.
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A second aim has been related to the question concerning the origin of mesoscale and macroscale quantities
employed in asymptotic and gradient dynamics models in the case of simple and complex liquids. For instance,
the gradient dynamics approach places a large weight on the underlying energy functional F'[h]. However, in many
cases the energies themselves are approximations that are only valid for part of the thickness range in which they
are employed in practical calculations. For instance, most employed Derjaguin (or disjoining) pressures diverge
for vanishing film height implying that a microscopic precursor film exists everywhere outside a macroscopic drop
of partially wetting liquid on a solid substrate. Early on, it was discussed that a cut-off should be introduced
[3], but this is infeasible in most thin-film models. Another more modern approach is to obtain the necessary
parameters and functional dependencies directly from appropriate microscopic approaches as Molecular Dynamics
simulations [10, 22] or classical Density Functional Theories [8]. This is, however, not yet realised beyond the case
of simple liquids. The workshop has aimed at highlighting the importance of a seamless connection of microscale,
mesoscale and macroscale models that should be reached in the future and at discussing pathways towards this
aim.

Realisation of the workshop

During the workshop we have considered the two related questions that one has to resolve when establishing
new thin film models: (i) Which modelling strategy should one follow, i.e., is it more important that a model is
asymptotically correct or that it corresponds (in the appropriate limits) to a gradient dynamics on a physically
reasonable energy functional? (ii) The second question is how one obtains the energetic and dynamic ingredients
of a thin-film model in a consistent manner?

This aim we have pursued on the one hand with a classical workshop programme consisting of scheduled talks
of the individual scientists that spoke about particular projects in areas closely related to thin films and drops on
substrates; see the final list of participants in the appendix. Each speaker had been asked to relate their particular
considered questions, methodology and results to the theme and to the main questions of the workshop. Each
20min talk was accompanied by Smin general discussion. This has worked out quite well as most participants
related their work to the general question and the discussions picked up on these relations. We report on the
scheduled talks in section [§] below.

On the other hand our programme contained ample time for discussion: informal ones during coffee and lunch
breaks, dinner time and during the free afternoon, and more formal ones in the scheduled well-attended discussion
sessions on Thursday afternoon and Friday morning. We reflect on these discussions in section [§] below.

Presentation Highlights

Each morning started with the talk contribution of one of the organisers. In particular, the Monday was opened
by an overview talk by U. Thiele on gradient dynamics approaches for thin liquid films; on Tuesday C. Liu spoke
about general diffusion and dynamic boundary conditions; N. Balmforth presented on Wednesday, describing thin-
film models for viscoplastic fluid; on Thursday, A. Hazel gave a direct comparison of asymptotic and gradient
dynamics approaches to coating and rimming flows discussing their advantages and disadvantages. In this way he
directly compared the two main approaches for improvements that are discussed in the literature, namely going
to asymptotic models of higher order or establishing gradient dynamics models with a focus on an improved
description of the energetic aspects.

Overall, about half of the talks discussed specific thin-film models for relevant hydrodynamic systems that are
employed for the analysis of different physical systems related to modern experiments and applications. Examples
include the talks by C. Falcon, Y. Stokes, T.-S. Lin, M. Chugunova, V. Ajaev, S. Kumar, S. Wilson, 1. Hewitt,
R. Cimpeanu, T. Witelski and J.J. Feng. In the course of these talks it was discussed how to improve and apply
these models, e.g., when either stretching the parameter region where they are applied or when adapting them
to novel experimental situations or new materials. For instance it was pointed out that one may introduce thin-
film models for suspensions first in the dilute limit and then to expand them to higher solute concentrations by
improving the underlying energy functional of the gradient dynamics formulation of the hydrodynamic model.
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This was further elaborated in the discussion sessions. It was pointed out that individual ad-hoc amendments of
diffusion constants, Marangoni forces, and Derjaguin pressures often result in inconsistent models. Examples of
simple liquids in more complex situations were presented by M. Sellier (optimal pancake control), A.G. Gonzalez
(breakup of liquid grids into regular drop patterns) and M. Fontelos Lépez (discrete self-similarity in thin-film
rupture). The general mathematical structure of thin-film model was discussed by R. Krechetnikov.

In a number of presentations state-of-the-art models were presented for rather complex fluids and (biological)
soft matter. A. Rey discussed the dynamics of soft anisotropic media as liquid crystals and hierarchically structured
biomolecules, while K. John presented biofilm models that consists of a gradient dynamics for biomass in the film,
biosurfactants and water with nutrients that is supplemented by bioactive terms. Y.-N. Young spoke about long-
wave dynamics of a lubrication layer under an inextensible elastic membrane and S. Gurevich reported on spatio-
temporal patterns in dynamic self-assembly systems based on surfactant, and the control of such systems. Control
was also the subject of the contribution of A. Thompson on falling films. Deposition patterns of colloidal particles
were reported by O. Manor — relating also to the talk of X. Man and U. Thiele. The talks of R. Cuerno and O.
Pierre-Louis showed that also the evolution of solid surfaces (irradiated by an energetic ion beam or dissolving into
a solution) is governed by equations of the same class and should therefore be seen in the same context of thin-film
equations. There the existence and form of gradient dynamics formulations is not yet clear. M. Shearer and S. Li
discussed aspects of flow and instabilities in Hele-Shaw cell.

The different approaches were also brought into the context of the wider recent development in Soft Matter
Science to consider models for complex media that can be derived with Onsager’s variational principle, i.e., based
on variations of the Rayleighian, which consists of the rate of change of a free energy functional and a dissipation
functional, with respect to rates/fluxes. X. Man discussed how this approach is used to study the drying of liquid
droplets based on a few macroscopic degrees of freedom and D. Peschka presented a description of drop and
contact line dynamics via generalised gradient flows.

Thin-film models are often mesoscopic or macroscopic models that rely on input from the microscale. While
the procedure is well established for quantities as surface tension, only a few approaches are pursued for other
quantities such as wetting potential and Derjaguin pressure that encode wettability or indeed transport coefficients.
Approaches for complex liquids are still rather scarce. During the workshop, M. Miiller described how to connect
particle-based simulations to continuum models employing examples from simple and multicomponent polymer
liquids, S. Hendy discussed MD simulations of droplets on tilted superhydrophobic and SLIPS surfaces and irradi-
ation by an energetic ion beam. A. Archer reported on hybrid thin-film kinetic Monte Carlo modelling of droplets
evaporating, coalescing and sliding on surfaces.

Discussion Highlights

During the talks, a number of relevant and fundamental questions were raised that required perspectives broader
than those of a single speaker to answer. Among those, the participants selected the three main themes below for
discussion by all participants in separate sessions. While these discussions rarely provide immediate answers, they
are important to identify themes and future research directions for the research community.

Discussion on fundamental assumptions and choice of dissipation in gradient flows
Short contributions on the board by: D. Peschka (abstract gradient flows); U. Thiele (mesoscopic models); X. Man
(Onsager’s variational principle and Rayleighian).

Introduction: Energetic variational principles are a cornerstone of modern modelling approaches in complex
physical systems and are related to many important concepts from fluid dynamics, chemistry, thermodynamics,
and soft condensed matter systems. While being a general abstract framework, the importance of this concept
justifies itself through the many particular examples presented during the workshop. While in many systems equi-
librium theory makes the proper choice of the driving thermodynamic potential easy to understand, the concept
of dissipation appears sometimes more elusive. Therefore, this discussion was aimed at providing different view-
points for this concept and to provide a few examples.
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Discussion: The first part of the discussion focussed on the general gradient flow formalism. Different points of
view for the general construction were presented by different participants of the workshop. Ranging from more
abstract mathematical approaches to specific finite-dimensional examples and despite slight technical differences,
the experts from different fields unanimously agree on the general structure. In this part, the discussion mainly
aimed at understanding the restrictions of gradient based models, understanding the restrictions that one has when
adding terms to the dissipation, and discussing different aspects of the benefit one has when recasting a known par-
tial differential equation in the form of a gradient dynamics model. While it seemed rather difficult to address all
the different aspects that were interesting to the audience, the importance of different dissipation mechanisms be-
came clear for everyone. Aspects of modelling correction terms for dissipative effects were also briefly discussed.
Specific examples that had been mentioned during the workshop include diffusion & convection, conserved and
non-conserved order parameters (Cahn-Hilliard and Allen-Cahn equations), thin liquid films, Stokes flow with free
boundaries, reactions/evaporation/condensation/drying/solidifications, dynamic contact angles, flows with heat, bi-
ological systems (tear film and cellular systems), interface energies, pattern formation and deposition, higher order
energies (full curvature), nematics, non-Newtonian rheology, porous medium and Hele-Shaw flows.

Questions that have been addressed in particular are
1. What is the theoretical foundation (Onsager, Rayleigh, Helmholtz, ...)?

2. What are possible extensions, e.g., to inertial effects, higher order terms, complex fluids, non-Newtonian
rheology, hysteresis and memory, ... 7

3. What are limitations / what is the validity range of such structures?
4. What is the role of boundary conditions or kinetic boundary equations?

5. How does one deal with degeneracy in the dissipation?

Discussion of linking MD simulations and continuum mechanics with and without inclusion of fluctuations
Short contributions by: Lou Kondic (jumping droplets), Andrew Archer (kinetic Monte-Carlo and continuum
equations), Marcus Miiller (model hierarchy, sequence of approximations)

Introduction: While molecular dynamics (MD) is widely considered a first-principles approach, but it is compu-
tationally very expensive even for mesoscopic length and time scales. On diffusive and hydrodynamic time scales,
it is prohibitively so. Hybrid approaches combining mesoscopic continuum models and microscopic MD or kinetic
Monte-Carlo (KMC) models offer a viable alternative to speed-up simulations. But continuum models also benefit
from the input of molecular dynamics simulations, which can provide much needed material-specific parameters
and behaviours (e.g. constitutive laws) as input data.

Discussion: To motivate the discussion, a set of MD simulation videos showing droplets bouncing from a sub-
strate and corresponding continuum simulations where shown and short contributions summarised some main
aspects. Then possible ways of how the different modelling approaches can benefit from each other where dis-
cussed. Additionally, approaches that include fluctuations in continuum models were of interest to the participants,
but were only briefly discussed.

After the discussion all participants could appreciate the way in which microscopic models can benefit meso-
and macroscopic modelling, either by parameter passing or by hybridisation, e.g., by “dragging a MD simulation
along via a mesoscale simulation” or via microlevel timesteps with continuum time integration. However, it also
became clear that the coarse-grained MD and KMC simulations also contain a number of assumptions and tricky
details that themselves need connection to and derivation from more precise models on smaller scales as, e.g., force
fields obtained in atomistic MD simulations or electronic (quantum) Density Functional Theory (DFT); e.g., there
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is no simple toolbox where one can just input the material(s) (e.g., some alcane, water, polystyrene, DNA) whose

dynamics one wants to study, and run MD simulations to obtain precise quantitative predictions.

Other mentioned issues relate to the use of thermostats and assumption of certain thermodynamic ensembles in the

MD simulations. Some participants mentioned Phase-Field-Crystal methods, but this was not further elucidated.
Questions that have been addressed in particular are

1. What can continuum models learn from microscopic MD/DFT models?
2. Which macroscopic parameters are needed to set the parameters of MD/DFT models?
3. What are the relevant timescales?

4. How can the ability to quantitatively predict system behaviour be improved?

Discussion of disjoining pressures, particularly in “complex” situations
Short contributions at the board by: U. Thiele (overview); L. Kondic (spinodal dewetting); M. Sellier (reconstruc-
tion of disjoining pressure from traveling waves).

Introduction: There is a general agreement on some general properties of the disjoining pressure. For example,
the energetic minimum defines the contact angle, which is a macroscopic measurable quantity. The thickness
corresponding to the location of the minimum can be interpreted as a precursor or adsorption layer liquid film
thickness and has been observed in some experiments on the nanometer scale.

The general form of long-range interaction form that is often used is suggested by the classical theory of
Derjaguin & Lifshitz for van der Waals forces. However, in particular the values and the form for concrete complex
physical systems (mixtures, particle suspensions, multilayer, polymers) are often chosen in a seemingly heuristic
manner. In this discussion different approaches to choose and measure disjoining pressures and the importance of
these different choices were discussed.

Discussion: In a short presentation, the standard form of the disjoining pressure for thin-films was presented and
different variants, i.e., dependence on concentration, dependence on position on the substrate, oscillatory behaviour
(multiple minima of the wetting energy), higher order terms, and the algebraic form of the potential were discussed.
It was stressed that choices of wetting energies, in particular, for complex liquids have implications for the resulting
gradient flow dynamics (consistency). For instance, employing a concentration- and film height-dependent wetting
energy will result in a concentration- and film height-dependent disjoining pressure and other contributions that
are vaguely similar to Marangoni fluxes (Korteweg fluxes).

Besides ample evidence for long-ranged interactions, the discussion again showed that there is still some deficit
in the use of the calculated values for theoretical predictions. This is related to the above discussion of the relation
of microscopic and mesoscopic models.

Another line of argument concerned the form of the wetting energy/disjoining pressure as a function of film
height, as this implicitly assumes there is a closed film of constant density and well defined free surface. However,
instead of as “film height”, alternatively, the independent variable can be interpreted as “adsorption”, i.e., the
excess number of molecules per area where the gas density at coexistence provides the reference value. This is a
more general concept as it does not imply a constant liquid density throughout the layer. For thick liquid films the
two measures are proportional to each other, but for very thin films adsorption is more general as it also captures
sub-monolayers of diffusing molecules or densities close to a hydrophobic solid that are lower then the gas density
(negative adsorption).

Questions that have been addressed in particular are

1. What are the generally accepted theoretical foundations?

2. Are there any particular systems for which fine details of disjoining pressure plays a role?
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3. How does one measure the disjoining pressure in a convincing way across all film heights and for all wetting
properties?

4. How does one implement the disjoining pressure into a gradient flow dynamics consistently?

5. What are realistic disjoining pressures: rough surfaces, oscillations in height and lateral direction, line ten-
sion, impact of ions/electrical fields?

6. Does the slope of the interface have to be taken into account?

Outcome of the Meeting

All participants agreed that the workshop was very instructive and resulted in many interesting discussions be-
tween participants of various scientific backgrounds that will influence the future direction of their research. The
combination of individual presentations and discussion sessions allowed us to work out the problems many people
are concerned with. In this way it became clear that there is a number of important questions, like the coupling of
microscopic and mesoscopic models where competing approaches develop and many questions still remain open.

These questions are being right now increasingly discussed in a number of contexts and the participants believe
that the ongoing “miniaturisation” of soft matter and fluidic systems considered by the scientific community will
result in an ever increasing importance to solve the discussed problems. The workshop has already helped the
scientists from the different communities to further develop a common understanding of the challenges in the
development of meso- and macroscale thin-film models for complex liquids and of their self-consistency and
consistency with neighbouring microscopic approaches.

We believe that during the workshop the participating scientists have established the basis for new stable
working collaborations.
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Overview of the Field

The study of geometric PDEs has been fundamental to solve very classical problems in geometry, and has given
rise to new challenging ones. This area of mathematics mixes together different ideas and tools coming from
geometry and from analysis. On one side, the geometric structure of these PDEs often translates into technical
difficulties related to the presence of some intrinsic geometric invariance of the problem, like conformal invariance,
gauge invariance, etc, that is reflected in a possible lack of compactness of the functional embeddings for the
natural spaces of functions associated with the problems. Technical tools coming from analysis are often crucial
to overcome this type of difficulties, among others related to regularity or a priori estimates on solutions. On the
other hand, the geometric intuition of the problem always contributes to the identification for the natural quantities
to keep track of, and suggests the correct result to pursue. This two-fold aspect of the study of geometric PDEs
makes it both challenging and complex, and require the use of several refined techniques to overcome the major
difficulties encountered. These are the main reasons why Geometric PDEs are a field of research which is currently
very active.

The use of nonlinear PDEs arguments in geometric problems has progressed very rapidly in recent years. Thus
it is timely to have a new BIRS workshop on Nonlinear Geometric PDEs which covers different topics of the field.
Actually, a periodic workshop on these themes would be expected after a couple of years, to see much further
developments, with a lot of interesting new results and directions to discuss.

Outcome of the meeting

The workshop gathered international researchers in the areas of geometric analysis and geometric and nonlinear
partial differential equations (PDEs).
In particular the following topics have been addressed.

1. Local and non-local elliptic equations from conformal geometry.

The general aim is to deform the metric of a given manifold in a conformal way so that the new one possesses
special properties. Classical examples are the uniformization problem of two dimensional surfaces and the Yamabe
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problem in dimension greater or equal to three. In particular, the problem of prescribing the Q-curvature discovered
by Branson has been intensely studied by analysts as a generalization of scalar curvature in Yamabe-type problems.
The sigma(k)-Yamabe problem is a generalization of the Yamabe problem introduced by Viaclovsky and it has
spawned vast activity and progress in the analysis of fully nonlinear partial differential equations.

The classical example of the Yamabe problem in dimension greater or equal to three has a variational structure
and it can be expressed in the form of a non-linear PDEs on the ambient manifold for the conformal factor. Exis-
tence and qualitative properties of positive solutions to such equations are by now considerably well understood.
Much less is known on the existence of sign-changing solutions.

Some of the results presented in the conference are:

* Juan Carlos Fernandez Supercritical problems on the round sphere and the Yamabe problem in projective
spaces. Given an isoparametric function f on the round sphere and considering the space of functions w o f,
the Yamabe-type problem can be reduced to

(1) — Ay + A= Au[ftuon 8"
with A > 0 and p > 1, into a second order singular ODE of the form

ot )
sinr

w' + A (JwP~w —w) =0,
with boundary conditions w’(0) = 0 and w’(w) = 0, and where h is a monotone function with exactly

one zero on [0, w]. Using a double shooting method, for any k € N, if n; < ns are the dimensions of the

1 n—mi+2
nm—n1—2

focal submanifolds determined by f and if p € ( ) this problem admits a nodal solution having

at least k zeroes. This yields a solution to problem (1) having as nodal set a disjoint union of at least k
connected isoparametric hypersurfaces. As an application and using that the Hopf fibrations are Riemannian
submersions with minimal fibers, we give a multiplicity result of nodal solutions to the Yamabe problem on
CP™ and on H P™, the complex and quaternionic projective spaces respectively, with m odd.

* Bruno Premoselli Compactness of sign-changing solutions to scalar curvature-type equations with bounded
negative part.

Given the equation A u+hu = |u|?” ~2u in a closed Riemannian manifold (M, g), where h is some Holder
continuous function in M and 2* = an’Q, n = dimM, he is interested in a sharp compactness result on
the sets of sign-changing solutions whose negative part is a priori bounded. The result is obtained under
the conditions that n > 7 and h < (n — 2)/(4(n — 1))S, in M, where S, is the Scalar curvature of the
manifold. These conditions are optimal by constructing examples of blowing-up solutions, with arbitrarily

large energy, in the case of the round sphere with a constant potential function h.

* Jérome Vétois Influence of the scalar curvature and the mass on blowing-up solutions to low-dimensional
conformally invariant equations.
A result of Olivier Druet provides necessary conditions for the existence of blowing-up solutions to a class
of conformally invariant elliptic equations of second order on a closed Riemannian manifold whose energy
is a priori bounded. Essentially, these conditions say that for such solutions to exist, the potential function
in the limit equation must coincide, up to a constant factor, at least at one point, with the scalar curvature
of the manifold and moreover, in low dimensions, the weak limit of the solutions must be identically zero.
New existence results show the optimality of these conditions, in particular in the case of low dimensions.

A new recent notion of fractional curvature leads to a non-local Yamabe problem, namely the existence of a
metric, conformally equivalent to the given one, whose fractional scalar curvature is constant.
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* Maria del Mar Gonzalez Nonlocal ODE, conformal geometry and applications.
We study radially symmetric solutions for a semilinear equation with fractional Laplacian. Contrary to the
local case, where we can give a solution to an ODE by simply looking at its phase portrait, in the nonlocal
case we develop several new methods. We will give some applications, in particular to the existence of
solutions of the singular fractional Yamabe problem, and the uniqueness of steady states of aggregation-
diffusion equations.

* Seunghyeok Kim A compactness theorem of the fractional Yamabe problem.

Since Schoen raised the question of compactness of the full set of solutions of the Yamabe problem in the
C" topology (in 1988), it had been generally expected that the solution set must be C°-compact unless the
underlying manifold is conformally equivalent to the standard sphere. In 2008-09, Khuri, Marques, Schoen
himself and Brendle gave the surprising answer that the expectation holds whenever the dimension of the
manifold is less than 25 (under the validity of the positive mass theorem whose proof is recently announced
by Schoen and Yau) but does not if the dimension is 25 or greater. On the other hand, concerning the
fractional Yamabe problem on a conformal infinity of an asymptotically hyperbolic manifold, Kim, Musso,
and Wei considered an analogous question and constructed manifolds of high dimensions whose solution
sets are C’-noncompact (in 2017). In this talk, we show that the solution set is C°-compact if the conformal
infinity is non-umbilic and its dimension is 7 or greater. Our proof provides a general scheme toward other
possible compactness theorems for the fractional Yamabe problem.

Some related problems has been studied by

* Gabriella Tarantello Minimal immersions of closed surfaces in hyperbolic 3- manifold.

Motivated by the the work of K. Uhlenbeck, we discuss minimal immersions of closed surfaces of genus
larger than 1 on hyperbolic 3-manifold. In this respect we establish multiple existence for the Gauss-Codazzi
equations and describe the asymptotic behaviour of the solutions in terms of the prescribed conformal struc-
ture and holomorphic quadratic differential whose real part identifies the corresponding second fundamental
form.

* Pierpaolo Esposito Log-determinants in conformal geometry.
I will report on a recent result concerning a four-dimensional PDE of Liouville type arising in the theory
of log-determinants in conformal geometry. The differential operator combines a linear fourth-order part
with a quasi-linear second-order one. Since both have the same scaling behavior, compactness issues are
very delicate and even the “linear theory” is problematic. For the log-determinant of the conformal laplacian
and of the spin laplacian we succeed to show existence and logarithmic behavior of fundamental solutions,
quantization property for non-compact solutions and existence results via critical point theory.

* Andrea Malchiodi On the Sobolev quotient in sub-Riemannian geometry.
We consider a class of three-dimensional “CR manifolds” which are modelled on the Heisenberg group. We
introduce a natural concept of “mass” and prove its positivity under the conditions that the Webster curvature
is positive and in relation to their (holomorphic) embeddability properties. We apply this result to the CR
Yamabe problem, and we discuss the properties of Sobolev-type quotients, giving some counterexamples to
the existence of minimisers for “Rossi spheres”, in sharp contrast to the Riemannian case.

2. Properties of solutions to PDE’s on manifolds.
The goal is to investigate some properties, such as rigidity, regularity, stability, of solutions of nonlinear PDEs
on manifolds.

* Virginia Agostiniani Monotonicity formulas in linear and nonlinear potential theory.
In this talk, we first recall how some monotonicity formulas can be derived along the level set flow of the
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capacitary potential associated with a given bounded domain €2. A careful analysis is required in order to
preserve the monotonicity across the singular times, leading in turn to a new quantitative version of the
Willmore inequality. Remarkably, such analysis can be carried out without any a priori knowledge of the
size of the singular set. Hence, the same order of ideas applies to the p-capacitary potential of €2, whose
critical set, for p # 2, is not necessarily negligible. In this context, a generalised version of the Minkowski
inequality is deduced.

Giovanni Catino Some canonical Riemannian metrics: rigidity and existence.
In this talk, which is the second part of a joint seminar with P. Mastrolia (Universita degli Studi di Milano), I

will present some results concerning rigidity and existence of canonical metrics on closed (compact without
boundary) four manifolds. In particular I will consider Einstein metrics, Harmonic Weyl metrics and some
generalizations.

Paolo Mastrolia Generalizations of some canonical Riemannian metrics.

In this talk, which is the first part of a joint seminar with G. Catino (Politecnico di Milano), I will introduce
some generalization of certain canonical Riemannian metrics, presenting two possible approaches (curvature
conditions with potential and critical metrics of Riemannian functionals). The main result is related to the

existence of a new canonical metric, which generalizes the condition of harmonic Weyl curvature, on every
4-dimensional closed manifold.

Lorenzo Mazzieri Sharp Geometric Inequalities on manifolds with nonnegative Ricci curvature.

Given a complete Riemannian manifold with nonnegative Ricci curvature and Euclidean volume growth,
we characterize the Asymptotic Volume Ratio as the infimum of the Willmore Energy over smooth closed
hypersurfaces. An optimal version of Huisken’s Isoperimetric Inequality for 3-manifolds is obtained as a
consequence of this result.

Dario Monticelli The Poisson equation on Riemannian manifolds with a weighted Poincaré inequality at

infinity.
We prove an existence result for the Poisson equation on non-compact Riemannian manifolds satisfying a

weighted Poincaré inequality outside a compact set. Our result applies to a large class of manifolds including,
for instance, all non-parabolic manifolds with minimal positive Green’s function vanishing at infinity. On
the source function we assume a sharp pointwise decay depending on the weight appearing in the Poincaré
inequality and on the behavior of the Ricci curvature at infinity. We do not require any curvature or spectral
assumptions on the manifold.

Roger Moser On a type of second order variational problem in L-infinity.

Let K be an elliptic (not necessarily linear) second order differential operator. Suppose that we want to
minimise the L-infinity norm of K(u) for functions u satisfying suitable boundary conditions. Here K may
represent, e.g., the curvature of a curve in the plane or the scalar curvature of a Riemannian manifold in a
fixed conformal class, but the problem is not restricted to questions with a geometric background. If the
operator and the boundary conditions are such that the equation K(u) = 0 has a solution, then the problem is
of course trivial. But since this is a second order variational problem, it may be appropriate to prescribe u
as well as its first derivative on the boundary of its domain, which in general rules out this situation. In the
cases studied so far, the solution, while not trivial, still has a nice structure, and one feature is that —K(u)—
is always constant. The sign of K(u) may jump, but we have a characterisation of the jump set in terms of a
linear PDE. Furthermore, in some cases we have a unique solution, even though the underlying functional is
not strictly convex.

e Susanna Terracini Liouville type theorems and local behaviour of solutions to degenerate or singular

problems.
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We consider an equation in divergence form with a singular/degenerate weight

—div(ly|*A(z,y)Vu) = [y|*f(z,y) ordiv(ly|*F(z,y)) ,

Under suitable regularity assumptions for the matrix A and f (resp. F') we prove Holder continuity of
solutions and possibly of their derivatives up to order two or more (Schauder estimates). In addition, we
show stability of the C%% and C'1:* a priori bounds for approximating problems in the form

—div((e® +y*)" Az, y)Vu) = (2 +y°)" f(z,y)  ordiv((e® +y*)"F(z,y))

as ¢ — 0. Finally, we derive C%“ and C*“ bounds for inhomogenous Neumann boundary problems as
well. Our method is based upon blow-up and appropriate Liouville type theorems.

. Geometric evolution equations

Many geometric variational problems can be approached via evolutionary methods. The Yamabe flow in con-
formal geometry and the mean curvature flow are two examples with connections to problems in differential ge-
ometry and mathematical physics.

Results on the analysis of possible blow-up phenomena for several non-linear flows have been presented.

Monica Musso Singularity formation in critical parabolic equations.

In this talk I will discuss some recent constructions of blow-up solutions for a Fujita type problem for powers
p related to the critical Sobolev exponent. Both finite type blow-up (of type II) and infinite time blow-up are
considered.

Mariel Saez On the uniqueness of graphical mean curvature flow.

In this talk I will discuss on sufficient conditions to prove uniqueness of complete graphs evolving by mean
curvature flow. It is interesting to remark that the behaviour of solutions to mean curvature flow differs from
the heat equation, where non-uniqueness may occur even for smooth initial conditions if the behaviour at
infinity is not prescribed for all times.

Juan Davila Helicoidal vortex filaments in the 3-dimensional Ginzburg-Landau equation.

We construct a family of entire solutions of the 3D Ginzburg-Landau equation with vortex lines given by
interacting helices, with degree one around each filament and total degree an arbitrary positive integer.
Existence of these solutions was conjectured by del Pino and Kowalczyk (2008), and answers negatively a
question of Brezis analogous to the the Gibbons conjecture for the Allen-Cahn equation.

Manuel del Pino Singularity for the Keller-Segel system in R.

We construct solutions of the Keller-Segel system which blow-up in infinite time in the form of asymptotic
aggregation in the critical mass case, with a method that does not rely on radial symmetry, and applies to
establish stability of the phenomenon.

. Concentration phenomena in local and non-local problems.

The geometric invariances often lead to the existence of solutions which blows-up at single points or at higher
dimensional sets. The localization of the blowing-up sets strongly depends on the geometric properties of the prob-
lem. It is an active field in nonlinear analysis to constructs solutions to PDEs exhibiting this kind of phenomena.

Problems in 2D have been treated in

Weiwei Ao On the bubbling solutions of the Maxwell-Chern-Simons model on flat torus
We consider the periodic solutions of a nonlinear elliptic system derived from the Maxwell-Chern-Simons
model on a flat torus €:
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{ Au = p(Xe" — N) + 47> " midp,, 0

AN = pu(p+ Ae")N — Ap(A + p)e* ’

where A, i > 0 are positive parameters. We obtain a Brezis-Merle type classification result for this system
when A, p — oo and A << p. We also construct blow up solutions to this system.

Luca Battaglia A double mean field approach for a curvature prescription problem.

I will consider a double mean field-type Liouville PDE on a compact surface with boundary, with a nonlinear
Neumann condition. This equation is related to the problem of prescribing both the Gaussian curvature and
the geodesic curvature on the boundary. I will discuss blow-up analysis, a sharp Moser-Trudinger inequality
for the energy functional, existence of minmax solution when the energy functional is not coercive.

Teresa D’Aprile Non simple blow-up phenomena for the singular Liouville equation.
Let Q be a smooth bounded domain in R? containing the origin. We are concerned with the following
Liouville equation with Dirac mass measure

—Au = Xe" — 4Ny in €,

with v = 0 on 9f). Here A is a positive small parameter, J; denotes Dirac mass supported at 0 and N
is a positive number close to an integer N (N > 2) from the right side. We assume that 2 is (N + 1)-
symmetric and the regular part of the Green’s function satisfies a nondegeneracy condition (both assumptions
are verified if Q2 is the unit ball) and we provide an example of non-simple blow-up as A — 07 exhibiting a
non-symmetric scenario. More precisely we construct a family of solutions split in a combination of N + 1
bubbles concentrating at 0 arranged on a tiny polygonal configuration centered at 0.

Massimo Grossi Non-uniqueness of blowing-up solutions to the Gelfand problem.

I will consider blowing-up solution for the Gelfand problem on planar domains. It is well known that blow up
at a single point must occur at a critical point x of a “reduced functional” F, whereas uniqueness of blowing
up families has been recently shown provided x is a non-degenerate critical point of F. We showed that, if
X is a degenerate critical point of F and satisfies some additional generic condition, then one may have two
solutions blowing up at the same point. Solutions are constructed using a Lyapunov-Schmidt reduction.

Gabriele Mancini Bubbling nodal solutions for a large perturbation of the Moser-Trudinger equation on
planar domains.

I will discuss some results obtained in collaboration with Massimo Grossi, Angela Pistoia and Daisuke
Naimen concerning the existence of nodal solutions for the problem —Au = e in Q, u = 0 on
00, where Q C R? is a bounded smooth domain and p — 11. If  is ball, it is known that the case
p = 1 defines a critical threshold between the existence and the non-existence of radially symmetric sign-
changing solutions with A close to 0. In our work we construct a blowing-up family of nodal solutions
to such problem as p — 17, when Q is an arbitrary domain and X is small enough. To our knowledge
this is the first construction of sign-changing solutions for a Moser-Trudinger type critical equation on a
non-symmetric domain.

Luca Martinazzi Topological and variational methods for the supercritical Moser-Trudinger equation.

We discuss the existence of critical points of the Moser-Trudinger functional in dimension 2 with arbitrarily
prescribed Dirichlet energy using degree theory. If time permits, we will also sketch an approach on Riemann
surfaces using a min-max method 4 la Djadli-Malchiodi.

Aleks Jevnikar Uniqueness and non-degeneracy of bubbling solutions for Liouville equations.

We prove uniqueness and non-degeneracy of solutions for the mean field equation blowing-up on a non-
degenerate blow-up set. Analogous results are derived for the Gelfand equation. The argument is based on
sharp estimates for bubbling solutions and suitably defined Pohozaev-type identities.
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A non-local version of these kind of problems has been studied in

* Azahara DelaTorre The non-local mean-field equation on an interval.
We study the quantization properties for a non-local mean-field equation and give a necessary and sufficient
condition for the existence of solution for a “Mean Field”-type equation in an interval with Dirichlet-type
boundary condition. We restrict the study to the 1-dimensional case and consider the fractional mean-field
equation on the interval I = (—1,1)

eu

P [; erdx’

subject to Dirichlet boundary conditions. As in the 2—dimensional case, it is expected that for a sequence
of solutions to our equation, either we get a C* limiting solution or, after a suitable rescaling, we obtain
convergence to the Liouville equation. Then, we can reduce the problem to the study of the non-local
Liouville’s equation. One of the key points here is to find an appropriate Pohozaev identity. We prove
that existence holds if and only if p < 27. This requires the study of blowing-up sequences of solutions.
In particular, we provide a series of tools which can be used (and extended) to higher-order mean field
equations of non-local type. We provide a completely non-local method for this study, since we do not
use the localization through the extension method. Instead, we use the study of blowing-up sequences of
solutions.

A related problem

* Michal Kowalczyk New multiple end solutions in the Allen-Cahn and the generalized second Painlevé
equation.
In this talk I will discuss two new constructions of the multiple end solutions. In the case of the Allen-Cahn
equation the ends are asymptotic to the Simons cone in R8. The case of the generalized second Painlevé
equation in R? is somehow different since there is no apparent underlying geometric problem. Yet we can
interpret the behavior of the solution as being asymptotic along the axis to: two one dimensional Hastings-
McLeod solution, the heteroclinic solution of the Allen-Cahn equation and the trivial solution.

* Bob Jerrard Some Ginzburg-Landau problems for vector fields on manifolds.
Motivated in part by problems arising in micromagnetics, we study several variational models of Ginzburg-
Landau type, depending on a small parameter € > 0, for (tangent) vector fields on a 2-dimensional compact
Riemannian surface. As ¢ — 0, the vector fields tend to be of unit length and develop singular points of a
(non-zero) index, called vortices. Our main result determines the interaction energy between these vortices
as € — 0, allowing us to characterize the asymptotic behaviour of minimizing sequence.

Critical problems in higher dimension where a concentration phenomena naturally appears.

* Thomas Bartsch A spinorial analogue of the Brezis-Nirenberg theorem.
Let (M, g,0) be a compact Riemannian spin manifold of dimension m > 2, let S(M) denote the spinor
bundle on M, and let D be the Atiyah-Singer Dirac operator acting on spinors ¥ : M — S(M). We present
recent results on the existence of solutions of the nonlinear Dirac equation with critical exponent

DU = AU + f(|U)T + |U|7T W
where A € R and f(]¥|)¥ is a subcritical nonlinearity in the sense that f(s) = o (s%> as s — oo.

* Riccardo Molle Nonexistence results for elliptic problems in contractible domains.
In this talk I will consider nonlinear elliptic equations involving the Laplace or the p-Laplace operator and
nonlinearities with supercritical growth, from the viewpoint of the Sobolev embedding. I'll present some
new nonexistence results in contractible and non starshaped domains. The domains that are considered can
be arbitrarily close to non contractible domains and their geometry can be very complex.
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 Frédéric Robert Hardy-Sobolev critical equation with boundary singularity: multiplicity and stability of
the Pohozaev obstruction.
Let © be a smooth bounded domain in R™ (n > 3) such that 0 € 9. In this talk, we consider issues of
non-existence, existence, and multiplicity of variational solutions for the borderline Dirichlet problem,

—Au — ’yﬁ —h(x)u = 7'“‘2‘;717% in §, (E)
u = 0 on 0,
where 0 < s < 2, 2*(s) := 2(::25), v € Rand h € C°(Q). We use sharp blow-up analysis on —possibly

high energy— solutions of corresponding subcritical problems to establish, for example, that if v < % -1
and the principal curvatures of 02 at 0 are non-positive but not all of them vanishing, then Equation (E)
has an infinite number of (possibly sign-changing) solutions. This complements results of the first and third
authors, who showed in that if v < % — i and the mean curvature of JX2 at 0 is negative, then (E) has a
positive solution. On the other hand, our blow-up analysis also allows us to prove that if the mean curvature
at 0 is positive, then there is a surprising stability of regimes where there are no variational positive solutions
under C''-perturbations of the potential h. In particular, we show non-existence of such solutions for (E)
whenever () is star-shaped and h is close to 0, which include situations not covered by the classical Pohozaev

obstruction.
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Overview of the Field

The workshop was focussed on recent interactions among the areas of real algebraic geometry, the geometry of
polynomials, and convex and polynomial optimization. A common thread is the study of two important classes of
real polynomials, namely hyperbolic and nonnegative polynomials. These two themes are interacting deeply with
optimization as well as theoretical computer science. This interaction recently led to solutions of several important
open problems, new breakthroughs and applications.

The study of hyperbolic polynomials originated in PDE theory, with researchers like Petrovksy laying the
foundations in the 1930s. This was further developed by Garding [1959], Atiyah, Bott and Garding [1972, 1973],
as well as Hormander. Interest and active research in the area was renewed in the early 1990s in connection with
optimization. Since then, there has been an amazing amount of activity allowing the subject to branch into and have
a significant impact on a wide range of fields, including systems and control theory, convex analysis, interior-point
methods, discrete optimization and combinatorics, semidefinite programming, matrix theory, operator algebras,
and theoretical computer science.

The other main focus of the workshop was the closely related study of nonnegative polynomials and polynomial
optimization. A systematic study of nonnegative polynomials already appeared in Minkowski’s early work in the
19th century. Then, Hilbert, in his famous address at the International Congress of Mathematicians in 1900, asked
for characterizations of nonnegative polynomials, including this question in his research agenda setting list of
foundational problems.

Since the 1990s, this has become closely related to polynomial optimization, i.e., the optimization of polyno-
mials subject to polynomial constraints. This very general class of optimization problems subsumes many others.
For example, many combinatorial optimization problems (e.g. MAXCUT) can be formulated as optimization of
a quadratic objective on the discrete hypercube {0, 1}", which is defined by quadratic equations z;(z; — 1) = 0.
By duality, understanding polynomials nonnegative on a given the set is equivalent to optimization over that set. A
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natural way to approximate nonnegative polynomials is using sums of squares. Such approximations are tractable
because testing whether a polynomial is a sum-of-squares can be done with semidefinite programming. The re-
sulting sum-of-squares relaxations (also known as Lasserre relaxations) have gained prominence both for practical
use and for theoretical considerations. For instance, one of the consequence of the Unique Games Conjecture is
that the simplest sum-of-squares relaxation for MAXCUT (the famous Goemans-Williamson relaxation) gives the
optimal approximation factor among all the polynomial time algorithms. On the practical side, sum of squares
relaxations have also been used for computing Lyapunov functions and for certified control in robotics. While
sum-of-squares relaxations often perform well in practice, the reason for this behavior is not well-understood and
is of prime interest both theoretically and practically.

Figure 10.1: A hyperbolic hypersurface and hyperbolic space curve

Recent Developments and Open Problems

The areas of nonnegative polynomials, hyperbolic polynomials, mathematical optimization and theoretical com-
puter science in collaboration and in interaction with each other have been producing many ground-breaking and
surprisingly powerful results with far-reaching applications.

The theory of hyperbolic polynomials provides a very natural domain to formulate deep, far reaching yet
elegant research problems. Because hyperbolicity appears in so many contexts, structural results about hyper-
bolic polynomials and their hyperbolicity cones can reverberate and have tremendous impact in several areas. For
example, the works of Brindén, Gurvits, Helton-Vinnikov, Renegar together establish fundamental tools for un-
derstanding hyperbolicity cones, operations preserving hyperbolicity, determinantal polynomials, and inequalities
appearing in coefficients. This increased facility with hyperbolic polynomials has helped enable a number of recent
breakthroughs, including work of Gurvits on generalizations of Van der Waerden’s conjecture and Bapat’s conjec-
ture as well as the recent proof of the Kadison-Singer conjecture by Marcus, Spielman and Srivastava. Recently
these techniques have also been extended to a more general class of polynomials called Lorentzian or completely
log-concave polynomials [1L [6]]. Many properties of hyperbolic polynomials extend to this more general class,
such as matroidal support and closure under derivatives, and have led to resolutions of open problems in matroid
theory, including Mason’s conjecture on the number of independent sets [2, [5] and the Mihail-Vazirani conjecture
on the mixing time of certain Markov chains [1]. The analogues of many pieces of the well-developed theory of
hyperbolic polynomials remain unresolved. Such generalizations would be desirable in their own right, as well as
for applications to problems in combinatorial optimization and approximation theory.

Problem 10.0.1. Extend the theory of hyperbolic polynomials (e.g. hyperbolicity cones, hyperbolic programming,
characterization of operations preserving hyperbolicity) to the class of completely log-concave polynomials.
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Among the fundamental research problems in the area stands the “Generalized Lax Conjecture” relating hyper-
bolic and semidefinite programming. Several strict versions of this conjecture have been disproved, but the most
general is still open.

Generalized Lax Conjecture. Every hyperbolicity cone is a spectrahedron (i.e. linear section of the cone of
positive semidefinite matrices).

Work of Kummer on determinantal representations in provides perhaps the strongest evidence for the con-
jecture, but there is a crucial positivity condition missing. Recent work by James Saunderson provides a necessary
condition on the size of a spectrahedral representation based on the length of chains of faces of these cones [16]. A
somewhat related question posed by Nemirovskii during the 2006 International Congress of Mathematicians, later
conjectured by Helton and Nie, was disproved by Scheiderer in December 2016.

Theorem 10.0.2 (Scheiderer [17]). Not every convex semialgebraic set is the projection of a spectrahedron.

Scheiderer’s construction is closely related related to the complexity of sums-of-squares representations men-
tioned below, and the ramifications of this work are still being developed and understood.

Figure 10.2: The spectrahedron of trigonometric moments given by the convex hull of the curve parametrized by
(cos(0), cos(30), cos(36)) and the dual cone of nonnegative trigonometric functions.

Part of the recent development in the theoretical understanding of sums-of-squares relaxations has come from
connections with classical algebraic geometry. There seems to be a deep intrinsic connection between the quality of
low-degree sum-of-squares relaxations and the classical properties of the algebraic set (e.g. Castelnuovo-Mumford
regularity). Blekherman, Sinn, Smith, and Velasco have developed many of these connections [4]], but several open
questions remain. For example, one fundamental open question is the Pythagoras number of the d-th Veronese
embedding of P™, which is related to is the number of squares needed to achieve all sums of squares of a fixed
degree.

Question. What is the lowest number N (n, d) such that any sum of squares in R[x, . . ., p]2q is a sum of N(n, d)
squares?

Even for n = 2, this is still open for d > 4, where it is known that d + 1 < N(2,d) < d + 2.

Another way that the sum of squares method is used is to certify graph density inequalities in extremal com-
binatorics (these are called Turdn problems). Here, squaring takes place inside the gluing algebra of partially
labelled graphs. Unlike in Hilbert’s 17th problem, it was shown by Hatami and Norine in [8] that there exist graph
density inequalities that cannot be certified using sums of squares of rational functions, but no explicit examples
are known.

Question. Find an explicit graph density inequality that cannot be written as a sum of squares of rational functions
in the gluing algebra.
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This question may also be of interest in theoretical computer science, where sum of squares hierarchy is con-
sidered one of the most powerful methods of addressing combinatorial problems. Finding strong obstructions to
sums of squares representability would shed more light on the power of the hierarchy. For recent progress on sums
of squares for graph densities see Rekha Thomas’ talk and [3].

On the one hand, each of these open problems and conjectures is interesting for the research areas of real
algebraic geometry, operator theory, the geometry of polynomials, convex and polynomial optimization, as well as
theory of computing and theoretical computer science. On the other hand, when we focus on a more detailed view
from one of these research areas, many other variants of these open problems emerge.

For example, in the context of the Generalized Lax Conjecture above and Scheiderer’s Theorem from Decem-
ber 2016, a convex and polynomial optimization viewpoint leads to a related open problem:

Question. Is every hyperbolicity cone a spectrahedral shadow? (l.e., can we express every hyperbolicity cone as
a projection of a spectrahedral cone?)

If the Generalized Lax Conjecture is true, then the answer to the above question is trivially “yes”. Interest
in this version of the open problem partly stems from the fact that the set of linear optimization problems over
extended formulations (or lifted formulations) essentially includes the set of linear optimization problems over the
shadow (or the projection) as a special case.

When we consider Generalized Lax Conjecture and its variants from the viewpoint of computational complex-

ity of solving the underlying convex optimization problems, further variants of these open problems emerge:

* Suppose K is a hyperbolicity cone that is spectrahedral. Based on the minimal defining hyperbolic poly-
nomial of K, what is the smallest dimensional positive semidefinite cone which expresses K as a linear
slice?

* Suppose K is a hyperbolicity cone that is spectrahedral shadow. Based on the minimal defining hyper-
bolic polynomial of K, what is the smallest dimensional positive semidefinite cone which expresses K as a
projection (shadow) of a linear slice?

For recent progress in this direction, see [[14] and Saunderson’s talk.

Presentation Highlights

This workshop brought together established experts and young researchers from the areas of real algebraic geom-
etry, the geometry of polynomials, and convex and polynomial optimization, to review the most recent significant
discoveries and strive to forge new connections.

Each day of the workshop started with a one-hour talk that in addition to reporting on recent developments also
gave an accessible overview of the background.

The workshop started with Victor Vinnikov’s talk the first half of which gave a splendid introduction to the
general area of stable polynomials and hyperbolic polynomials. Then in the second half Vinnikov focused on
recent results on determinantal representations of hyperbolic polynomials. Vinnikov’s talk made a connection to
another BIRS workshop from 2010 when another participant, Petter Brandén had solved a major open problem in
the field, leading to what is now called the Generalized Lax Conjecture.

The theme of determinantal representations of hyperbolic polynomials and stable polynomials continued through-
out the workshop. Mario Kummer’s talk addressed the representability question by focusing on convex cones
constructed from algebraic curves by taking their convex hull.

Many talks served a bridging property between real algebraic geometry and convex optimization, convex ge-
ometry and convex analysis. Renegar presented a very general framework for subgradient methods. One of the
most interesting cases being those optimization problems that are expressible as the intersection of a hyperbolicity
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cone and an affine space (hyperbolic programming problems). James Saunderson connected expressive power
(via extended or lifted formulations) of classes of convex cones to the beautiful geometric measure of boundary
structure of cones known as longest chain of faces. Jiawang Nie considered the classical saddle point problem
in continuous optimization when the given functions are polynomials. Utilization of duality theory and Lasserre
hierarchy and, exploiting the algebraic structure of the setup and that of Lagrange multipliers were highlighted.
Simone Naldi considered the convex feasibility problem together with the theory of infeasibility certificates in the
conic setup and brought the language and power of projective geometry to bear on the subject.

Didier Henrion attacked the classical problem of solving nonlinear PDEs using the Lasserre hierarchy. Jean-
Bernard Lasserre proposed tractable semi-algebraic approximations employing the Christoffel-Darboux Kernel.

Rainer Sinn presented recent results on the joint numerical range of Hermitian matrices, which tie in with a
general study of duality for hyperbolicity cones.

The theory of moment problems was treated in several talks, and some of these also dealt with the infinite di-
mensional generalizations. Maria Infusino considered extensions of tools for finite-dimensional moment problems
to infinite dimensional settings in an hour-long overview. Salma Kuhlmann discussed the generalization of the
theory of moments to the setting of symmetric algebras (algebra of symmetric tensors).

The theory and applications of completely log-concave polynomials or equivalently Lorentzian polynomials
were featured in several of the talks. This class of polynomials strictly generalizes hyperbolic polynomials, yet they
admit characterizations involving the Lorentzian signature (of the quadratic derivatives). Shayan Oveis Gharan
gave an overview of how hyperbolic and completely log-concave polynomials can be used to approximate NP-
hard counting problems using both deterministic and probabilistic algorithms. Nima Amari’s talk followed up on
this survey by focussing on log-concave polynomials coming from combinatorial structures called matroids. In
particular, Amari talked about approximating the number of bases of a matroid by approximating the evaluation of
a particular log-concave polynomial. Petter Brindén’s hour-long survey completed the development of the theory
of connections between hyperbolic polynomials, Lorentzian polynomials and discrete convexity.

Bachir El Khadir showed that all convex forms in 4 variables and of degree 4 are sums of squares. El Khadir
also showed an attractive generalization of the Cauchy-Schwarz inequality. Rekha Thomas gave a survey talk on
using sums of squares method to prove graph density inequalities and highlighted new results on the limitations
of the sum of squares method, answering problems posed by Lovasz. The number of squares used in a sum of
squares decomposition is also an interesting quantity, useful in applications, such as Euclidean distance realization.
Greg Smith’s talk examined the number of squares needed to write any sum of squares on a projective variety
(called Pythagoras number of the variety). He introduced a new algebraic invariant of the variety, called quadratic
persistence, which is useful is giving lower bounds on the Pythagoras number.

Nonnegativity certificates given by sums of nonnegative circuit polynomials (Mareike Dressler) and sums of
arithmetic-geometric mean exponentials (Riley Murray) were also studied.

The noncommutative theory of sums of squares and matrix inequalities, that ties in with functional analysis,
was featured in two talks, by Igor Klep and by Jaka Cimpric.

The theme of complexity in real algebraic geometry was also central to a number of talks. Saugata Basu and
Cordian Riener reported on joint work concerning the computation of the Betti numbers of semialgebraic sets that
are invariant under the symmetric group.

Marie-Frangoise Roy spoke about a new proof of the fundamental theorem of algebra from the intermediate
value theorem for real polynomials. This forms part of a long-term project to find resp. improve complexity bounds
for the real nullstellensatz. Mohab Safey El Din explained a novel approach for computing resp. approximating
the volume of a semialgebraic set, significantly improving the previously known complexity bounds.

Eli Shamovich presented a modern extension of the classical Hermite method for counting the roots of a com-
plex polynomial in the upper half plane to quadrature domains. Mihai Putinar tied in the geometry of polynomials
with Hermitian sums of squares and demonstrated a more precise version of a classical Lemma due to Laguerre,
developed in joint work with the late Serguei Shimorin.
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List of speakers and the titles of their talks (in the order of appearance in the workshop)

1.

2.

3.

10.

11.

12.

13.

14.

15.

16.

17.

18.

20.

21.

22.

23.

24.

25.

26.

27.

Victor Vinnikov (Hyperbolicity, stability, and determinantal representations)

Mario Kummer (When is the conic hull of a curve a hyperbolicity cone?)

James Saunderson (Limitations on the expressive power of convex cones without long chains of faces)

Igor Klep (Noncommutative polynomials describing convex sets)

Saugata Basu (Vandermonde varieties, mirrored spaces, and cohomology of symmetric semi-algebraic sets)

Gregory Smith (Sums of squares and quadratic persistence)

. Rainer Sinn (Kippenhahn’s Theorem for the joint numerical range)

Shayan Oveis Gharan (From Counting to Optimization and Back using Geometry of Polynomials)
Nima Anari (Computing Log-Concave Polynomials)

James Renegar (A framework for applying subgradient methods)

Cordian Riener (Algorithms to compute topological invariants of symmetric semi algebraic sets)

Bachir El Khadir (On sum of squares representation of convex forms and generalized Cauchy-Schwarz
inequalities)

Jiawang Nie (The Saddle Point Problem of Polynomials)

Simone Naldi (Conic programming: infeasibility certificates and projective geometry)

Rekha Thomas (Graph Density Inequalities and Sums of Squares)

Didier Henrion (Solving non-linear PDEs with the Lasserre hierarchy)

Jean-Bernard Lasserre (Tractable semi-algebraic approximation using Christoffel-Darboux kernel)

Maria Infusino (From finite to infinite dimensional moment problems)

. Salma Kuhlmann (The moment problem for the algebra of symmetric tensors)

Mihai Putinar (Positive integral kernels for polar derivatives)

Marie-Francoise Roy (Quantative Fundamental Theorem of Algebra)

Mohab Safey El Din (On the computation of volumes of semi-algebraic sets)

Eli Shamovich (Counting the number of zeroes of polynomials in quadrature domains)

Jakob Cimpric (Some non-commutative nullstellensaetze)

Petter Brindén (Stable polynomials, Lorentzian polynomials and discrete convexity)

Mareike Dressler (Optimization over the Hypercube via Sums of Nonnegative Circuit Polynomials)

Riley Murray (SAGE certificates for signomial and polynomial nonnegativity)
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Scientific Progress Made

While it is too early to determine the long term impact of a week long conference, we are convinced that it
successfully provided exposure of researchers from a diverse set of fields to each other’s research and ideas.

One precedent for such success was the 2010 Banff meeting on “Convex Algebraic Geometry”. This workshop
had a significant overlap in participants with the current one. Over the intervening nine year, connections have
developed into fully fledged research areas.

One such example of this fruition is the connection of matroids, stable polynomials, and determinantal rep-
resentations that was made by Petter Briandén at the 2010 meeting, at which he disproved one version of the
“generalized Lax conjecture” using tools from matroid theory. These connections between determinants, stable
polynomials, and matroids led to papers by several of the participants of the current workshop and to the recent
theory of Lorentzian and completely log-concave polynomials, which have resolved several long-standing open
questions ranging in matroid theory (Mason’s conjecture) and Markov-chains (Mihail-Vazirani conjecture). The
three workshop talks on these recent developments introduced this material to several researchers in the field.

Outcome of the Meeting

For this workshop, we intentionally invited researchers from several different fields, ranging from real algebraic
geometry, operator theory, convex optimization, and theoretical computer science. Both the morning introductory
talks and the long lunch-breaks were designed to encourage participants to learn new material from each other. We
received positive feedback from several participants about how many new people they were able to meet and that
the conference had a greater exchange of ideas than usual. There are also several on going collaborations among
the participants of the program coming from different countries and the opportunity to meet and exchange ideas in
person is invaluable.

One of the other impact of the 2010 meeting at Banff was the development of a strong community of young
researchers in the field. In fact, three of the the current organizers were junior participants at this conference. In
order to continue this positive momentum, there were several (at least seven) excellent talks by young participants.
This workshop introduced them to the experts in the field and we hope that they will develop to be leaders of the
field.
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The STRATOS initiative — motivation, mission, structure and main aims

The overall objective of the 19w5m198 BIRS Workshop was to further boost and consolidate the research activ-
ities of the international initiative for STRengthening Analytical Thinking for Observational Studies (STRATOS)
(www.stratos-initiative.org). Therefore, to facilitate understanding of the rather unique character and goals of the
Workshop, we begin this Report with a short overview of the STRATOS initiative, including its raison d’étre,
overall mission, internal structure and main objectives.

Lack of statistical expertise is now recognized as a significant brake on scientific progress across a wide range
of empirical sciences. For instance, an influential article in The Economist (19/10/2013), ‘Unreliable research:
Trouble at the lab.” commented: “Scientists’ grasp of statistics has not kept pace with the development of complex
mathematical techniques for crunching data. Some scientists use inappropriate techniques because those are the
ones they feel comfortable with; others latch on to new ones without understanding their subtleties. Some just rely
on the methods built into their software, even if they don’t understand them.”

According to the general paradigm of modern sciences, statistical analysis methods are key to translate raw
empirical data into new insights in, and deeper understanding of, complex processes affecting human health, the
economy, environment, and many other phenomena studied in different branches of science. Yet, the complexity
of such processes, and of the observable data they generate, create numerous analytical challenges. In the 21st cen-
tury, parallel progress in the theory of mathematical statistics and computational resources and technology led to
dynamic developments in statistical methodology, resulting in a large number of increasingly complex, ever more
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flexible, statistical techniques and models that allow researchers to account for several complexities frequently
encountered in analyzing real-life data. Unfortunately, many of these important developments are ignored in
every-day practice of data analysis, including analyses reported in influential publications in high-impact medical
or social sciences journals. Consequently, the design and analysis of recent, often complex and costly, observa-
tional studies of human health and welfare often exhibit serious weaknesses. This leads to misleading inferences,
which may, in turn, adversely affect the effective- ness or safety of different treatments, social or economic policy
programs etc.

Formulating and overcoming these formidable challenges requires a well structured, highly interactive col-
laboration between a large, international group of statistical experts, whose research combines development of
new methodology with collaborative research on real-life applications and whose joint, complementary expertise
covers different sub-areas of statistical research. Indeed, such need arises due to a combination of (i) ever in-
creasing complexity and variety of analytical challenges encountered in the majority of important observational
studies, together with (ii) the increasing trend for narrow specialization, necessary to achieve cutting-edge novel
developments in modern statistics. Together, these two trends imply that no single university-based (bio-)statistics
department and no team of (bio-)statisticians (working in even the largest private or public research institutes or,
e.g., pharmaceutical companies) is able to ensure state-of-the-art expertise regarding even a reasonable fraction of
analytical challenges encountered in real-life applications. At present, particular challenges are being addressed
by leading authorities in different areas of statistical research, but little effort is invested in combining the results
of these separate developments and ensuring their material impact on the practice of data analysis. This situation
provided the motivation for, and the driving vision behind, the STRengthening Analytical Thinking for Observa-
tional Studies (STRATOS) initiative. The STRATOS Initiative was launched in 2013 at the 34th conference of
the International Society of Clinical Biostatistics (ISCB). It is connected to this society and had dedicated invited
sessions or mini-symposia at almost all ISCB annual meetings in 2013-19 (with the only exception in 2017). After
an Invited STRATOS session at the bi-annual meeting of the International Biometric Society (IBS) in 2016, the
STRATOS initiative was invited to publish a series of short papers in the Biometric Bulletin, the official newsletter
of IBS.

The initiative brings together leading, internationally recognized, methodological experts in several areas of
statistics essential for the analyses of observational studies, who — at present — are grouped in nine Topic Groups
(TGs), each focusing on a different, highly relevant area of statistical research (see Table 1 below). The experts’
joint, largely complementary, knowledge allows the initiative to address complex analytical challenges in the de-
sign and analysis of observational studies, by developing, validating and comparing state-of-the-art methods for
various topics. To increase the impact of our endeavors on empirical research, individual topic groups are working
to summarize our findings by developing practical guidance regarding ‘best practice’ to address a particular set of
analytical challenges (e.g. handling of measurement error or dealing with right-censored time-to-event data). The
guidance covers such practical issues as e.g. the awareness of potential pitfalls due to inappropriate use of ‘con-
ventional’ methods, the choice of appropriate, validated analytical methods able to overcome specific challenges,
and software that can be used to implement these advanced methods.

We are entering the era of ‘big data’ with automated collection of very large amounts of data and the paradigm
of empirical sciences shifting toward ‘data science’. However, ‘big data’ will not help answering such essential
prognostic or etiology questions if researchers use designs and statistical methods which are unsuitable, e.g. by
being unable to account for the complexity of the underlying dynamic multi-factorial processes. Therefore, it is
of central importance to gain knowledge about advantages and disadvantages of alternative statistical approaches,
and their dependence on the data structure. Equally important is to develop, validate and explain to end-users
state-of-the-art methods that can address frequent limitations (e.g. missing data, measurement errors, unmeasured
confounding) and complexities of the data (e.g. non-linear relationships of continuous variable with the outcome,
time-varying effects, mediation).

One of the fundamental objectives of the STRATOS approach is to develop guidance for data analysts and
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Table 1. STRATOS Topic Groups and co-Chairs
Topic Groups Co-Chairs
TG1 | Missing Data James Carpenter, Kate Lee
TG2 | Selection of variables and functional forms | Georg Heinze*, Aris Perperoglou*, Willi Sauerbrei*
in multivariable analysis

TG3 | Initial Data Analysis Marianne Huebner*, Saskia le Cessie*, Werner Vach*
TG4 | Measurement Error and Misclassification Laurence Freedman*, Victor Kipnis*
TGS | Study Design Suzanne Cadarette*, Mitchell Gail*
TG6 | Evaluating Diagnostic Tests and Prediction | Ewout Steyerberg*, Ben van Calster*
Models
TG7 | Causal Inference Els Goetghebeur*, Ingeborg Waernbaum
TG8 | Survival Analysis Michal Abrahamowicz*, Per Kragh Andersen*, Terry
Therneau*
TGY | High dimensional Data Analysis Lisa McShane*, Joerg Rahnenfuehrer*

* Indicates Participants of the BIRS 19w5198 Workshop.

researchers with different levels of statistical training, skills and experience. Specifically, we have identified three
levels of statistical knowledge, each of which would require a somewhat different type of targeted guidance, and we
have outlined the main criteria to be used when developing guidance aimed at the analysts at each level. Initially,
we are working to derive guidance for experienced statisticians (‘level 2”), which requires work on state-of-the-art
methodology for each specific topic group. For each topic considered (see next section) several analytical strate-
gies have been proposed in the statistical literature, but knowledge about their properties and relative strengths
and weaknesses is often insufficient, as meaningful comparisons are rare and evidence-based guidance are lack-
ing. For more details see Sauerbrei et al, (Statistics in Medicine, 2014, 33, 5413-5432), the STRATOS website
http://www.stratos-initiative.org/ and short articles in the Biometric Bulletin (available on the STRATOS website).

Objectives of the Workshop

Overall Objectives:

The two, closely inter-related, overarching objectives of the 19w5m198 BIRS Workshop were to (i) further boost
and consolidate the research activities of the STRATOS Topic Groups, and to (ii) identify and initiate new in-
terdisciplinary collaborations between experts in different areas of statistical methodology, regrouped in different
Topic Groups. (Both goals built on the earlier success of the 2016 BIRS Workshop 16w5091 that provided the first
opportunity for a large group of 38 STRATOS members, and seven research trainees, to meet in-person, exchange
ideas, jump-start several joint articles writing and develop an operational plan for further development and internal
homogenization of the scientific and knowledge translation endeavors.)

In particular, during the 2019 Workshop, regarding objective (i), individual Topic Groups proposed recom-
mendations to address the main analytical challenges within their area of expertise. Then, regarding objective (ii),
based on these recommendations, we have started designing comprehensive strategies to deal simultaneously with
several problems likely to be encountered in real-life empirical studies. By providing a unique opportunity for
in-person discussions between experts from 14 countries on 3 continents, the Workshop was essential to initiate
and largely facilitate such inter-disciplinary discussions and developments.

Specific Goals:
The 4 inter-related specific goals of the workshop were:

1. To provide an overview of the methods, related to the area of expertise of individual Topic Groups, applied



Toward a Comprehensive, Integrated Framework for Advanced Statistical Analyses of Observational Studies 109

in the current empirical studies and identify the priorities for improving the methodological quality of such
studies;

2. To identify methodological challenges, within the area of expertise of Topic Group, that require further vali-
dation or comparison of new or existing methods, and outline the analytical work or simulation studies nec-
essary to provide reliable evidence supporting specific approaches and demonstrating the limitations of other
methods, in the spirit of ‘neutral comparison studies’ (see the following article https://doi.org/10.1002/bim;j.201700129);

3. To identify analytical challenges at the cross-roads of the interests of various Topic Groups, and to initiate
new between-Groups collaborations on the new developments necessary to address such complex challenges
in order to approximate the complexity of large real-life empirical observational studies, as well as compre-
hensive simulations necessary to assess and validate the resulting new methods;

4. To develop the uniform format, criteria, and general content for the integrated STRATOS-based guidance
documents.

Overview of the Workshop participants and activities

Participants

Despite a few late cancellations we had no problems to fill all the 42 available places at BIRS. With 42 partici-
pants from 14 countries, spread over 3 continents, the meeting had truly a global character. Five research trainees,
including 4 PhD students and 1 post-doc fellow, attended, in addition to one Research Associate. Among the 42
participants, 15 (36%) were women. Because of private reasons, the two co-chairs of Topic Group 1 (Missing data)
could not attend and, therefore, this topic played only a marginal role in the 2019 Workshop.

Overview of the presentations and discussions

On Monday morning, we started with a summary of the recent developments of the STRATOS Initiative. During
the week, we had several keynote talks by internationally recognized authorities. Frank Harrell (TG2) and Per
Kragh Andersen (TGS8) spoke about issues which were not directly related to the current work of any topic group,
but which could be relevant for the future of STRATOS. Mitchell Gail, one of the chairs of the Design group (TGS5)
spoke about potential collaborations of the Design group with several other TGs. This talk was highly relevant for
jump-starting several new inter-TG collaborations, one of the main aims of the Workshop. The Measurement Errors
topic group (TG4) had recently made much progress and we decided dedicating a 90-minute plenary session to
presentations from TG4. In four talks, Laurence Freedman, Victor Kipnis, Ruth Keogh and Pam Shaw summarized
the results from the last year and presented directions for new research. During the first two days of the Workshop,
each of 7 other TGs represented at the Workshop summarized their progress and plans for future in 45-minute
plenary presentations. TG presentations also included thoughts about potential collaborations with other TGs,
which created the basis for further discussions that initiated several joint efforts between topic groups (more details
below in section 5 on new inter-TG collaborations). We had also more detailed presentations from two panels (talks
from Lisa McShane and Saskia le Cessie from the Simulation Panel and Mark Baillie presented ideas of the new
Visualization Panel).

Progress of the Glossary Panel was outlined in video presentation from Martin Boeker (Freiburg, Germany),
an expert in medical informatics. In addition, we had shorter presentations from the Data Set and the Knowledge
Translation panels.

To allow more detailed discussions and time for outlining the content of future manuscripts within TGs, as well
as discussions between members of different TGs and/or panels, we also decided dedicate a substantial amount
of time to separate meetings in smaller groups. These discussions often continued in the evenings. Results of
these small groups discussions were presented and discussed on Friday morning, in two general sessions that
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summarized the conclusions of the BIRS meeting and provided an outlook for main activities planned for the next
two years.

Summary of progress and plans by Topic Groups

Overview

Over the course of several plenary meetings, spread across the 5 days of the BIRS Workshop, each of the eight
Topic Groups (TGs) represented at the Workshop, and selected cross-cutting Panels, presented their recent progress
in the research activities leading toward the ultimate goal of developing the guidance regarding the choice, eval-
uation and implementation of state-of-the-art statistical methods relevant for addressing analytical challenges fre-
quently encountered in their specific areas of interest. (Please see Table 1 above for the overview of the topics
being the main focus of different TGs). (The exception was TG1 ‘Missing data’, that — because of a number of
conflicting responsibilities by its members — was represented only by a single member, and a PhD student who
gave a talk on missing data). These presentations and updates helped inform and learn not only about the successes
obtained so far, but also about the outstanding challenges, and the potential solutions that need to be evaluated to
provide rigorous evidence regarding which methods may work, and under what conditions. All members benefit-
ted immensely from face-to-face meetings, made possible by the BIRS grant. This was vital for establishing new
long-term research collaborations, both within individual TGs, and — especially — between members of different
TGs who have identified a number of the complex analytical challenges that will require combining the expertise
developed within particular groups (outlined in more detail below). Such in-person meetings will also largely facil-
itate future continuation of these new collaborations, which — for the next two years - will rely almost exclusively
on email and teleconferences.

Progress and Future Plans of individual Topic Groups

TG2: Selection of variables and functional forms in multivariable analysis

Discussions and interactions

All three co-chairs and six members of the topic group were present, as well as 2 trainees (1 post-doctoral
fellow and 1 PhD student). This excellent representation led to productive conversations and initiation of several
future projects and manuscripts (see below). Frank Harrell delivered a plenary talk on “Controversies in Predictive
Modeling, Machine Learning, and Validation.”

Research: current
The meeting allowed the plans of the group to be consolidated as follows:

* State-of-the-art paper on variable selection has been completed. It was decided to upload a copy at arxiv.org
and the paper was submitted for publication in Diagnostic and Prognostic Research.

* Geraldine Rauch presented the current status of the manuscript on ‘Systematic review of statistical series in
medical journals’. Following the BIRS meeting, a protocol has been finalized in a collaboration between
Geraldine Rauch and Georg Heinze, and associates and was submitted as publication to a medical journal.

* Marie-Eve Beauchamp and Michal Abrahamowicz presented the current status of the collaborative paper,
involving several TG2 members, on ‘Systematic review of methods used for modeling of continuous variables
and variables selection in medical and epidemiological journals’. The protocol and evaluation criteria have
been finalized, and currently data are independently extracted by two reviewers, one in Oxford, UK and one
at McGill, in Canada.

Research: future
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* A Topic Group meeting, to start a new collaboration on systematic evaluation and comparison of various
spline-based approaches for selecting functional forms, will take place in Bonn, Germany on November
21-22, 2019. Presentations at the STRATOS-oriented Invited Sessions at ISCB 2020 (Krakow, Poland) and
IBC 2020 (Seoul, South Korea) by TG2 members are planned.

* The group has identified a set of seven important open problems in their “State-of-the-art” paper. Members
are expected to express their interested in leading relevant work. Further discussions will take place in the
meeting in Bonn.

 Variable selection: Georg Heinze would lead on a new TG2 paper on variable selection, that will partly build
on his previous work. Protocol for a simulation study is currently in preparation.

» Splines: Aris Perperoglou to lead a follow-up paper, building on the published TG2 paper on the review of
spline packages in R.

¢ Procedures for variable & functional form selection: Willi Sauerbrei will take the lead for the new collabo-
rative TG2 paper that will address both challenges simultaneously.

* Post-selection shrinkage: There is some preliminary work by Michael Kammer (Georg Heinze’s student).
Results will be included in Michael Kammer’s PhD thesis.

e ‘What is an appropriate stability measure?’ Daniela Dunkler has submitted a session proposal for CEN2020
conference in Berlin on ‘Variable selection and model instability’, including contributions from Ewout
Steyerberg (TG6), and Georg Heinze (TG2), Riccardo de Bin (TG9), Christine Wallisch.

* A new manuscript entitled “When to prespecify a model and in which cases to consider variable selection?’
was proposed by Frank Harrell.

TG3: Initial data analysis

Discussions and interactions

Four members, including the co-chairs, of the topic group were present, and one member joined via conference
call for a group meeting. All were engaged in discussions and plans with other TG’s (TG2, TG4, TGS, and TG9)
as initial data analysis (IDA) is relevant for most other TGs, as outlined below, in the section on Between Groups
Collaborations.

Research: current

* The manuscript on a systematic literature review on IDA reporting was discussed and revised. It has been
approved by the STRATOS Publication Panel and has been submitted to BC Medical Res. Meth.

¢ Initial Outcome Data Analysis (IODA). Werner Vach described a randomized trial with several outcome
variables and analyses that could be termed “Initial Outcome Data Analysis” (IODA). We discussed what
might be considered IODA and other examples were shared.

» Saskia le Cessie developed a module with videos on IDA to be included in a MOOC by the University of
Leiden. This course will run on the Coursera platform.

Research: future
As discussed below, several projects have been identified with other TGs. In addition:
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» Carsten Schmidt obtained permission to use data from the large cohort Study of Health in Pommerania
(SHIP). This will lead to a manuscript illustrating the IDA concepts and will serve as an example of reporting.
In addition, recommendations for automatization of IDA can be developed.

* A conceptual paper on IDA in the context of multivariable regression analyses will be led by Werner Vach.
* New project on IDA for longitudinal studies will be led by Lara Lusa.

e TG3 will work with Mark Baillie and the STRATOS Data Visualization Panel to develop examples and
recommendations for enhancing visual displays of the IDA results.

TG4: Measurement errors and misclassification

Discussions and interactions

Seven members, including the co-chairs, of the topic group were present, as well as 2 trainees (1 post-doctoral
fellow and 1 PhD student). Current Research and progress was presented jointly in a plenary session. Veronika
Deffner will be setting up a website for TG4, in line with the other TGs. Explorations for future joint papers with
TG3, TGS, and TGS took place, as outlined below.

Research: current

* A paper on a literature survey of the use of methods to adjust for measurement error in four areas of epi-
demiology was published in Annals of Epidemiology.

* A paper in Statistics in Medicine is under revision, after a favorable first review, which will be a guidance
paper (in two parts) on measurement error and misclassification of variables in epidemiology, aimed at
biostatisticians (level 2-3 paper).

* A paper on the general problem of measurement errors in epidemiology will be submitted to the journal
Significance. This paper is written for the researchers without formal statistical background (level 1 paper).

* TG4 is conducting research into methods of handling the Berkson measurement error that occurs, for exam-
ple, when prediction equation variables, or aggregate variables, are used in regression analyses.

Research: future
As discussed below, several future interdisciplinary collaborative projects have been identified with different
other TGs. In addition, the following topics will be addressed in future TG4 research:

* Handling error-prone variables that are truly continuous but have been categorized for data analyses;

¢ A case-study paper on how to account and correct for measurement errors in practice (with real-life exam-
ples);

* A guidance paper for nutritional epidemiologists on handling measurement errors in nutritional epidemiol-
ogy.

TGS5: Study design

Discussions and interactions
Both co-chairs were in attendance, and they concentrated on discussions about collaborations with other Topic
Groups. This focus was in agreement with the Workshop Organizers who had invited Mitch to give a Plenary
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talk designed to promote collaborations between TGS and other TGs. Mitch and Suzanne had discussions with
members of several TGs about joint projects, resulting in plans for projects with TGs 3 and 4. For more details see
section 5 below. Discussions about approaches to increase the TGS membership, and the related criteria, played
also an important role.

Research: current
The first TGS paper has been recently accepted for publication:

1. Final corrections of the revised version of an overview paper on study design were discussed among the TGS
members. The revised paper was resubmitted and will be published in BMJ Open:
Gail MH, Altman DG, Cadarette SM, Collins G, Evans SJW, Sekula P, Williamson E, Woodward M, for the
STRATOS initiative (STRengthening Analytical Thinking for Observational Studies). Design Choices for
Observational Studies of the Effect of Exposure on Disease Incidence. BMJ Open (In Press).

2. In addition, the short paper introducing TG5 to the members of the International Biometric Society was
completed and published in Biometric Bulletin:
Gail M, Cadarette SM on behalf of TGS5. STRengthening Analytical Thinking for Observational Studies
(STRATOS): Introducing the Study Design Topic Group (TGS). Biometric Bulletin 2019; 36(2): 12-13.

Research: future

Interactions, during the BIRS Workshop, and plans for future collaborative projects with STRATOS TG3 and
TG4 are described below, in the section 5 on Between-Groups Collaborations. In addition to the joint projects with
other TGs, members of TGS started work on two new papers, with the following preliminary titles:

e ‘How to choose a design to study associations between prescription medications and risk of osteoporotic
fracture.” (This paper will focus on controlling for ‘confounding by indication‘, which represents a paramount
challenge for design of observational studies of medication effects. It will target a clinical audience).

e ‘Design issues in prognostic studies.’

TG6: Evaluating diagnostic tests and prediction models

Discussions and interactions

Three members attended, including the two co-chairs. Several topics were discussed, including some that had
active involvement of the TG6 members, while not published under the umbrella of STRATOS. Potential new TG6
members were approached at the BIRS meeting.

Research: current
Three TG6 papers, being prepared for publication, have been discussed:

¢ “Performance assessment of survival models: a review”. D McLernon and various STRATOS members: B
van Calster, M van Smeden, E Steyerberg, T Therneau (TGS).

* “Myths about risk thresholds in prediction models”. Laure Wynants, Maarten van Smeden, David J. McLer-
non, Dirk Timmerman, Ewout W. Steyerberg, Ben Van Calster. (This paper is now available at https://bmcmedicine.biomedcentral.
019-1425-3).

e “Calibration: the Achilles heel of predictive analytics”. Ben Van Calster; David J McLernon; Maarten van
Smeden; Laure Wynants; Ewout W Steyerberg. BMC Medicine.
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Research: future
In collaboration with TGS, two future review papers on: 1/ performance assessment of competing risk and 2/
dynamic risk prediction models are planned.

TG7: Causal inference

Discussions and interactions

Four members were in attendance, including one of the two co-chairs. One of the main focus of the discus-
sions were the Knowledge Translation (KT) activities of the TG7, in addition to initiation of collaborations with
other STRATOS TG’s (outlined below). TG7 created several short courses taught in an international setting. The
output generated so far, consists of a TG7 website, www.ofcaus.org, that contains educational material on the con-
cepts and methods of causal inference (using the potential outcomes framework). The website gives free access to
presentation slides, practical assignments with questions and answers, data analysis problems with solutions and
software code in R, SAS and stata, and source code for a ‘simulation learner.’

Research: current

Saskia le Cessie gave a plenary talk on implementation, code, guidance, as well as potential and new statistical
insights derived from the simulation learner. This is a large-scale, real-world based, simulated experiment in R
that not only generates the ‘observed data’ but, for every subject, simulates also a set of possible alternative ex-
posures with their potential outcomes. It allows to illustrate concepts, target estimands and statistical techniques
with their practical properties for causal effect estimation in a unique way that has proven to be a great learning tool.

Research: future
Future joint collaborative projects were identified with TG8 and TG4, respectively, as described below.

TGS8: Survival Analysis

Discussions and interactions

Six of the nine current TG8 members participated in the BIRS Workshop, including all three co-chairs, in
addition to two trainees (1 PhD student and one Research Associate). Per Kragh Andersen gave a Plenary talk for
all meeting participants. His talk focused on the methodological issues, as well as on their practical advantages
in real-life applications, related to use of pseudo-values in survival analysis. Terry Therneau gave a plenary talk
in which he summarized the recent TGS progress and plans for future. Excellent representation of TG8 members
(from 6 different countries on two continents) at the BIRS Workshop largely facilitated in-person exchanges and
led to productive discussions. An after-hours TG8 meeting was held during the BIRS Workshop, in addition to
regular program, to discuss both the ongoing research and plans for future TG8 activities. In addition, as outlined
below, two small-group meetings with other STRATOS TG’s were held to initiate and outline future collaborative
projects involving TG8 members.

Research: current

The main focus of the within-group discussions was on the final steps of the revisions of the TGS8 review/tutorial
paper that provides guidance on the fundamental issues and analytical challenges typically encountered in survival
analysis (or ‘time-to-event’ analyses), in the classic setting of single-event studies (e.g. of all-cause mortality).
This paper, co-authored by all nine TG8 members, is oriented toward researchers with solid general statistical
training who, however, do not have in-depth expertise in survival analysis (considered ‘level 2’ paper according
to the STRATOS criteria). The BIRS meeting gave an excellent opportunity to exchange ideas regarding some
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specific details of the content of this first TG8 paper, mathematical notation and — above all — the final choice,
and presentation, of the real-life examples that will clearly illustrate different methodological challenges, and the
methods recommended to avoid the potential pitfalls. During the BIRS meeting, a consensus was reached regard-
ing these outstanding issues, and the manuscript is currently undergoing the final revision and will be submitted
for publication in Statistics in Medicine in December 2019.

Research: future

As a logical extension of the discussions about the first TG8 paper, the group members present in Banff had
also an opportunity to consider different options for how to address several further, more ‘advanced’ analytical
challenges. These discussions, together with earlier discussions among six TG8 members present at the IBC
2018 meeting in Barcelona, identified several issues that are also highly relevant for time-to-event analyses of
observational data, but — largely because of the space limitations — could not be adequately covered in the initial
TGS ‘tutorial’, outlined above. These future activities will aim at providing further guidance regarding such, more
complex topics as, for example (in random order): (i) competing risks and modeling of multi-state transitions, (ii)
alternatives to the ubiquitous Cox’s proportional hazards model (Accelerated Failure Time and Additive Hazards
models), (iii) interval-censored data, (iv) modeling of time-varying covariates (lagged or cumulative effects, impact
of sparse, irregular measurements), and (v) net survival methods to correct for unknown causes of death. It was
generally agreed upon that different (though partly overlapping) subgroups of the TG8 members may collaborate
more closely on each specific topic, and preliminary ideas regarding who may take a lead on particular future
manuscripts were also considered. It was decided to start developing concrete plans for the future papers, to deal
with some of the above issues, in the Winter/Spring of 2020. These plans will be then ironed out during an in-
person meeting of the most TG8 members during or after the 41st International Society for Clinical Biostatistics
(ISCB) meeting in August 2020 (several TG8 members are either Invited Speakers or members of the Scientific
Program Committee for the ISCB 2020 conference).

In parallel, TG8 started discussions about new inter-group collaborative projects with the STRATOS TG7
(Causal Inference), TGS (Predictive Models) and TG4 (Measurement Errors), as outlined below.

TGY: High dimensional data

Discussions and interactions

Six members, including the two co-chairs, were in attendance. and an overview paper for high dimensional
data was discussed. Key issues were presented by Lisa McShane in a Plenary presentation to the full STRATOS
group at BIRS. Details of the development, and of the future content, of the dedicated TG9 website, to be linked
to the STRATOS main website, was agreed upon.

Research: current

* The overview paper for the high dimensional data group was further refined. Data analysis pipelines for a
wide variety of omics data with detailed worked examples would serve as guidance to practitioners. While
this is geared toward “omics” data, other types of high-dimensional data (e.g., medical records databases
with large numbers of variables per individual) are potential examples. Real-life examples of how and why
standard statistical approaches can “break down” in high dimensional data settings will be important to
include.

* A paper on the topic of simulation of high dimensional data, in collaboration with the STRATOS Simulation
Panel, is planned to address those aspects and challenges of designing and carrying out complex simulations
that are particular for high dimensional data.
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Research: future

» Needs already identified include better guidance and methods for design of studies involving high-dimensional
data and methods for simulation of high-dimensional data. Better methods to simulate realistic high-
dimensional data will be critical for assessing performance of new analysis methods and for comparison
of existing methods and are therefore essential to many aspects of TG9’s work.

* Design of studies is particularly challenging given the often broad aims of these studies, e.g., identification
of clusters, and likely complex distributions of these data.

 Several members of TG9 will be actively involved in a STRATOS-wide project to evaluate machine learning
methods and better understand their strengths and weaknesses compared to more conventional statistical
methods.

New Collaborative research projects involving Joint Efforts of different Topic Groups

In addition to enhancing the aforementioned research activities of individual Topic Groups (TG), the BIRS Work-
shop created a unique opportunity to identify, stimulate and foster new ‘inter-disciplinary’ collaborations between
members of different TG’s. Indeed, as reflected in the Workshop’s title, one of our major focuses was on inte-
grating recent developments made in different areas of statistical research of major relevance for the analyses of
complex observational studies. This aspect of the Workshop drew directly on the rich range of the expertise of
the members of separate TG’s, who — in most cases — had no earlier opportunities to work together on common
collaborative projects. Figure 1 below summarizes different new between-TG’s collaborative links created during
the BIRS Workshop. Later, in this section, we outline the scope of 10 new between-groups collaborations, and
provide a brief summary of respective discussions.

TG TG1
TG8 TG2
TG7 ?3
TG6 TG4

e

TG5

Figure 11.1: New between-TG’s collaborative links

TG2 and TG3. Our meeting included 4 TG3 members (Mark Baillie, Marianne Huebner, Werner Vach, and
Carsten Oliver Schmidt) and 5 TG2 members (Frank Harrell, Georg Heinze, Aris Perperoglou, Matthias Schmid,
and Willi Sauerbrei). Two joint TG2-TG3 papers have been proposed: one more theoretical under the lead of
Werner Vach (TG3) and one applications-oriented to be co-led by Marianne Huebner (TG3) and Georg Heinze
(TG2). For the latter, five initial data analysis (IDA) topics are to be included (distribution of a single variable,
associations between variables, missing data, measurement error, levels of measurements) and the paper will illus-
trate how these activities addressing these might impact the set-up of the multivariable regression analysis. Three
data sets were proposed by MH, FH, and COS. Work on illustrating the IDA topics with these data sets will be
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divided between the participants. Georg Heinze and Marianne Huebner will co-present the results at the Invited
STRATOS Session at the 41st ISCB meeting in Poland, in August 2020.

TG2 and TGY and Simulation panel. Issues of model-based simulation and data-based (plasmode) simulation
were discussed. Michael Kammer (PhD student of Georg Heinze, TG2) presented his R package ‘SimulatoR’
which implements the ideas of e.g. [Binder et al 2013, Stat Med], and [Royston and Sauerbrei, 2008 monograph,
Wiley], for model-based simulation of realistic data. The package will soon be made available on CRAN. Further
discussions focused on issues specific to simulating high-dimensional data. Michal Abrahamowicz (TG2/TGS), a
co-chair of the Simulation Panel, made some suggestions based on his experience, and it was decided to pursue
this challenging theme in a future in-person meeting during the ISCB 2020.

TG3 and TGY. Marianne Huebner (TG3) and Joerg Rahnenfuehrer (TG9) worked on the TG9 overview paper to
align initial data analysis (IDA) steps for high dimensional data with those already developed by TG3 for ‘stan-
dard’ settings, where the number of subjects largely exceeds the number of variables.

TG3 and TG4. Marianne Huebner, Werner Vach, and Carsten Schmidt from TG3 met with Laurence Freedman,
Victor Kipnis, Pamela Shaw, Michael Wallace, Paul Gustafson, and Veronika Deffner from TG4 to discuss possi-
ble future collaborations and the need to develop a common approach to measurement errors. TG4 approaches to
measurement error rely mostly on modeling such errors in the context of specific application areas, e.g. nutrition
and physical activities, or validation studies. On the other hand, TG3, so far, has discussed examples of detecting
possible measurement errors through investigating data properties. CS shared examples of examiner effects over
time in the SHIP data (see TG3 report above). LF suggested that CS shall come up with a concrete proposal on
which the two TGs can work together.

TG3 and TGS. An informal discussion of Carsten Schmidt (TG3) and Mitchell Gail (TGS) aimed at identifying
and initiating potential collaborations concerning study design set up that will facilitate the IDA activities. CS has
sent a draft with ideas on study design relevant issues for IDA approaches being promoted by TG3.

TG4 and TGS. Mitchell Gail and Suzanne Cadarette (TGS co-chairs) met with Laurence Freedman, Victor Kipnis,
Pamela Shaw, Michael Wallace, Paul Gustafson, and Veronika Deffner from TG4 to discuss the objectives and the
content of a future joint paper on design issues related to measurement error. The focus will be on the introduction
of previously proposed two-phase designs in case-cohort or nested case-control studies (e.g. by N. Breslow) to
researchers who may be unfamiliar with these techniques, in the context of investigating the safety or comparative
effectiveness of treatments in observational data. We decided to focus on validation studies where there is gold
standard (or at least accepted) measurement against which to assess error. A motivating example might be the use
of electronic health records (EHRs), which are subject to measurement errors in both covariates and outcomes.
Validation studies within and EHR study might improve inference. Ideally, one would have a test example with
validated measurements on all subjects. Using these data we could estimate the “true” model. Then we could see
how well limited-size subsamples used for validation led to estimates approximating the true model, and we could
see how far off were the original estimates, based on the model fit to error-prone EHR data. Pamela Shaw will
liaise with Mitchell Gail on taking this plan further.

TG7 and TG4. Members of TG7 (Causal inference) met with Ruth Keogh (TG4) to discuss potential issues of
common interest to both groups. Two topics emerged for future collaborations:

* Guidance on design and analysis of observational population-based studies on the real-life effectiveness and
safety of cancer treatments, and their impact on the patients’ quality of life.
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* Developing further insights and guidance on landmark analysis and its ability to allow for additional causal
effect insights under well understood assumptions.

TG6 and TGS. Discussion between TG6 members (Ewout Steyerberg, Ben van Calster, Marteen van Smeden)
and Terry Therneau (TG8 co-chair) revolved around a planned review paper on the new approaches and criteria
for performance assessment of the predictive models in time to event analyses of right-censored data. The content
and methods of the paper were outlined and the design of future simulations, to validate and compare alternative
approaches, was considered. Additional TG8 members may join this collaborative project in future.

TG4 and TG8. Michal Abrahamowicz (one of the TG8 co-chairs), and his two trainees, met with TG4 members:
Laurence Freedman, Victor Kipnis, and Pamela Shaw, as well as a PhD student of Ruth Keogh, to discuss possi-
ble new collaboration on correcting for measurement errors in the context of flexible modeling of the effects of
time-varying covariates (TVC) in survival analysis. These discussions identified 2 different sources of potential
measurement errors: (i) ‘classic’ errors in the observed TVC values, and (ii) errors specific to TVC's, related to
sparse and/or irregular measurements during the follow-up time (e.g. at the time of clinic visits), each of which
requires different analytical tools. Additional challenges may need to be addressed if the hazard does depend not
only on the current TVC value but possibly also on its past values (due e.g. to the lagged or cumulative effects). As
a preliminary step, the participants exchanged some ideas regarding whether and how the existing approaches to
handling measurement errors, such as SIMEX or regression calibration, could be adapted to this complex setting. It
was decided that Michal Abrahamowicz will update the interested TG4 members on the progress in implementing
these ideas and evaluating them in preliminary simulations.

TG7 and TG8. Most members of both TG7 (Causal Inference) and TGS8 (Survival analysis) met to discuss topics
of joint interest. Several topics were identified as promising, relevant and targets for future collaboration:

* A sequel of the original TGS tutorial paper, where right censored survival times are considered as the key
outcome, and all specifics and key complications for that setting are explained and similarly worked out, tak-
ing into account considerations relevant for causal inference . This joint project may represent an important
step toward reconciliation of the survival analytical vs. causal inference research paradigms.

* An extension of the currently available methods that allow for more accurate modelling of the effects of
measured time-varying confounders and time-varying exposures. The possibility of a future contribution,
regarding this complex challenge, to the new book on survival analysis being written by Terry Therneau
(TG8 co-chair) and co-authors was suggested.

* A further similar extension that will allow for mediation analysis.

* Development of a graph-based tool (DAG-oriented) and method to help researchers decide on the covariates
they need to measure and adjust for in a given setting where the causal effect of an observational exposure
is targeted, in time-to-event analyses, and the ‘no unmeasured confounders assumption’ will be relied upon.

Outline of the progress and future plans by selected STRATOS Panels

Eleven cross-cutting STRATOS panels have been created to coordinate the activities of different TGs, share best
research practices, and disseminate the research tools and the results across the TGs. These panels address com-
mon issues such as creating a glossary of statistical terms, giving advice on how to conduct literature reviews or
simulation studies, and setting publication policies for the initiative. The recommendations of the cross-cutting
panels are intended to support, integrate and harmonize work within and across the TGs, and to increase trans-
parency in producing guidance. The STRATOS website www.stratos-initiative.org provides an overview of all 11
panels.



Toward a Comprehensive, Integrated Framework for Advanced Statistical Analyses of Observational Studies 119

Discussions about the structure, objectives and modus operandi of several panels played a key role in the first
BIRS meeting, in 2016. Since then, several panel-specific issues have been resolved, so that during the 2019
Workshop, it was decided to focus more detailed panel presentations and discussions on the issues relevant mostly
to three panels: the Simulation Panel, the (newly created) Visualization Panel, and the Glossary Panel. Below, we
briefly summarize the goals of these three panels, and the relevant discussions during the 2019 BIRS Workshop.

Simulation Panel (SP)

Simulation studies are key to the work of all STRATOS TGs. They are essential to (i) validate some of the
recently developed methods, (ii) compare how the relative advantages and disadvantages of alternative methods
depend on the true underlying data structure, and (iii) at time, illustrate the pitfalls and potentially serious errors
induced by conventional methods (frequently used in the applied research), especially when the underlying as-
sumptions are violated. This panel develops and promotes principles for, and provides examples of, best practice
for simulation studies.

Discussions during the BIRS workshop focused on drawing on the literature to identify the key principles, and
find useful published examples, which will help TG members with the design, conduct, analysis and reporting
of targeted simulation studies, addressing issues most relevant for their areas of expertise. This will help ensure
that the conduct of simulation studies is as consistent as possible across TGs (especially when they touch on
similar issues), and support the accessibility, transparency, and reproducibility principles, that are fundamental to
all STRATOS research activities. Moreover, there were specific discussions on a project for a level 1 paper on
simulation studies, and a potential collaboration with TG9 about the design of simulations for high-dimensional
data.

Visualization Panel (VP)

The goal of quantitative science is to enable informed decisions and actions through a data-driven understand-
ing of complex scientific questions. It is the role of any quantitative scientist (e.g. psychometrician, statistician,
epidemiologist, etc.) to support this goal through (1) identification of the scientific question of interest (2) choice
of the appropriate quantitative methods to address this question (experimental design, statistical or mathematical
models, etc.), and (3) effective communication of the results. All of these aspects have to work in concert, in-
cluding the 3rd challenge, which often receives less attention in the conduct of scientific studies. Yet, the ability
of a scientific study to make an impact depends strongly on effective communication, and neglecting this essen-
tial component may be often the reason why many sophisticated investigations remain without a material impact.
Effective visual communication is a core competency for the quantitative scientist. It is essential in every step
of the quantitative workflow, from scoping to execution and communicating results and conclusions. With this
competency, we can better understand data and influence decisions towards appropriate actions. Without it, we
risk missing an opportunity to turn the research results into clear conclusions and evidence-based actions. These
considerations motivated the STRATOS Steering Group to create, in 2018, a new Visualization Panel (VP), whose
overall goal is to promote the use of good graphical principles for effective visual communication. The aim of
the panel is to provide guidance and recommendations covering all aspects relevant for the statistical analyses,
from the study design, to implementation of specific analytical methods, to the choice of most effective graphical
displays and tools. Discussions during the BIRS workshop focused on membership and direction of this newly
formed Panel, with the aim to have a formal kick-off meeting around the end of 2019.

Glossary Panel (GP)

The status of the STRATOS glossary and a web-based user interface for its editing were reported.
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The STRATOS glossary is based on the second edition of the “Dictionary for Clinical Trials” by Simon Day.
All terms and definitions relevant to STRATOS have been imported from the original text source into a database.
Links between dictionary entries have been conserved. Agreement has been given by NICE to use terms from their
glossary (https://www.nice.org.uk/glossary). Relevant terms from there are currently being extracted and will be
included into the database together with a source indicator (provenance) of each entry.

The current graphical user interface of the STRATOS glossary allows a limited number of editors to read
and write proposals for changes and new entries. All users can see what the other editors proposed. They can
individually add/comment/propose. The current editor user interface is technically based on Jupyter which allows
for a rapid integration of new requirements. The current interface will not be the definitive end user interface.

The development of a STRATOS glossary is an important step for the overall STRATOS project. As a mid-
term objective a machine-readable STRATOS terminology/ontology derived from the glossary should be developed
integrating with already existing terminologies (e.g. from https://bioportal.bioontology.org/).

The next step will be to roll the database out to all STRATOS members, along with a little training/tutorial on
how it can be used.

Further issues discussed at BIRS and plans for the future

STRATOS representation at future international conferences

Presentations at scientific conferences are one of the most important activities to disseminate knowledge devel-
oped within the STRATOS Initiative to a broader audience of analysts with varying levels of statistical education,
experience and interests. Invited sessions, mini-symposia and courses are highly relevant to increase both the effi-
ciency and the timeliness of dissemination of the STRATOS results. We discussed details of presentations in the
near future (e.g. Mini symposium at the 40th ISCB meeting in July 2019) but also more detailed plans for future
presentations (eg. Invited STRATOS Sessions at the two most important international biostatistical conferences in
2020: (i) the 41st ISCB conference in Poland (August) 2020, and (ii) the 30th IBC meeting in South Korea (July
2020), as well as mini-symposia at the CEN & GMDS 2020 meetings in Germany) and discussed to approach
organizers of other meetings relevant for topics of STRATOS. After the BIRS Workshop we were invited to give a
short presentation and present a poster (attached at the end) at the European Public Health Conference in November
2019.

STRATOS series in the Biometric Bulletin

After the invited session at the International Biometric Conference (IBC) in 2016 we were invited to write a series
of short papers in the Biometric Bulletin, summarizing quarterly the news for members from the International
Biometric Society (IBS). In 2019, IBS has approximately 6,000 members from 80 countries. We had started with
an overview paper in Issue 3 of 2017, followed by a series of TG-specific short papers, in the consecutive issues in
2018 and 2019. During the BIRS Workshop, we discussed our interest to proceed with further STRATOS papers in
the Biometric Bulletin and agreed that papers from several panels could also be very helpful to transfer STRATOS-
generated knowledge to a wider community of for IBS members. Following on these discussions, more recently
we have agreed with the IBS President and the Bulletin Editor to start with papers from STRATOS panels in issue
1/2020. The first two papers will be written by the Simulation and the Visualization Panels.

STRATOS involvement in the SISAQOL Consortium

Two weeks before the BIRS Workshop, the Consortium on Setting International Standards in Analyzing Patient-
Reported Outcomes and Quality of Life Endpoints Data (SISAQOL, https://qol.eortc.org/projectqol/sisaqol/) has
invited us to join a large grant application in the Innovative Medicines Initiative of the European Union. Viktor
Kipnis (TG4) has agreed to review some of the related papers and gave a short presentation about the intended
project. We discussed the potential interest for STRATOS and agreed having a first meeting with leading mem-
bers of the SISAQOL Consortium in July 2019. Led and coordinated by members of the European Organisation
for Research and Treatment of Cancer (EORTC) a grant application was submitted recently. Several STRATOS
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members lead a work package about recommendations from observational studies.

STRATOS paper on ‘Methodological issues in medical research and patient care-critical appraisal of statis-
tical and machine learning techniques’

Many stakeholders (researchers, companies, funders, the public, doctors, patients and more) consider ‘Data Sci-
ence’ as a key part to improve issues related to patient care and health research. However, most people do not
understand what’s behind such complex concepts as ‘Artificial Intelligence (Al)’, personalized treatment, individ-
ual predictions, or causal effects. Even many researchers do not (fully) understand that Al related methods not only
have an exciting potential but they also need to confront several important challenges. Aiming to provide more ev-
idence supported knowledge about advantages and disadvantages of various techniques, during the Workshop we
have proposed to write a STRATOS paper with the working title "Methodological issues in patient care and medi-
cal research - critical appraisal of statistical modeling and machine learning techniques”. It was decided that Jorg
Rahnenfiihrer (TG9) and Matthias Schmid (T'G2) will co-lead the development of this paper. In the four months
after the BIRS Workshop, joint work on this complex paper has started and more than ten members from several
STRATOS Topic Groups and Panels have joined the project and participated in discussions about its content and
methods.

Summary of the BIRS Workshop activities and achievements

Activities:

Over the course of several plenary meetings, Topic Groups and selected Panels presented progress in identifying
those issues within their areas of statistical expertise that need guidance, and in the steps undertaken to prepare
and develop the guidance. This helped to inform and learn not only about the successes obtained so far, but also
about the challenges having been encountered, and that solutions that either were already implemented and found
to have worked or were planned to address these challenges. All members benefitted immensely from face-to-face
meetings. This was vital for establishing new long-term research collaborations, the continuation of which will be
almost exclusively by email, teleconferences and meetings of smaller groups.

Interactions between topic groups and establishing new cross-TG collaborative projects was one of the main
themes of the BIRS Workshop. Topic groups came prepared with proposals of such projects and were able to con-
nect in break-out sessions, which resulted in 10 concrete new collaborative projects (summarized in section 5 of
this Report). In addition, to the inter-group collaborative plans, each TG discussed current and future STRATOS
manuscripts and project management. In general, for each such collaboration, one or two leading researchers
within the relevant TG have been identified, and all TG members who express an interest are invited to actively
contribute to a given project. Input from the other TG members will be sought at various stages, e.g. before pre-
sentations and for revisions of manuscript drafts. Moreover, TG-specific websites with a common format were
proposed in the interest of up-to-date information, activities, and resources. All participants expressed the strong
wish having more regular meetings in smaller groups, and plans for several future TG meetings, joint meetings of
the members from two or more TGs and/or one or two panels with somewhat overlapping mandates (e.g. Knowl-
edge Translation vs Publication panels) were outlined during the Workshop small-group meetings and discussions.

Achievements:

The participants were unanimous in that the 2019 BIRS workshop was very successful in stimulating both:
(i) further progress in research activities of individual Topic Groups (summarized in section 4 of this Report);
and (ii) initiation of new, creative, multi-disciplinary inter-TG collaborative projects, tackling complex analytical
challenges and issues that require joint expertise of the members of two or more different TG’s (section 5 of the
Report). Indeed, there was a general consensus that the BIRS Workshop created a unique opportunity for in-
person exchanges and productive discussions between experts in different areas of statistics, and from 14 different
countries on 3continents, without which such fruitful, dynamic interactions would not be possible. Each of the
eight Topic Groups (TGs) represented at the Workshop made an impressive progress in developing and finalizing
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their respective research papers, as summarized in individual TG reports in section 4 above. Furthermore, the
longer-term scientific yield of the BIRS Workshop activities will be reflected in many research papers designed or
enhanced through the Workshop discussions (please see sections 4, 5 and 7.4 for more details on the manuscripts
being prepared or planned through, respectively, (i) joint efforts of several members of specific TG’s and (ii)
new inter-TG collaborations initiated during the Workshop). Thus, the Workshop met its overarching objectives,
outlined in section 2 above, of both enhancing and integrating the research activities of individual STRATOS Topic
Groups. Given the achievements of the 2019 BIRS Workshop, there was also an overwhelming consensus that it
will be essential to organize the next general meeting of the STRATOS team in about two years.

Participants

Abrahamowicz, Michal (McGill University)

Ambrogi, Federico (Universita degli Studi di Milano)

Andersen, Per Kragh (University of Copenhagen)

Baillie, Mark (Novartis)

Beauchamp, Marie-Eve (Research Institute of the McGill University Health Centre)
Becher, Heiko (University Medical Center Hamburg-Eppendorf)
Benner, Axel (German Cancer Research Center)

Boeker, Martin (Med. Fakultit und Universititsklinikum der Universitit Freiburg)
Cadarette, Suzanne (University of Toronto)

Carroll, Orlagh (London School of Hygiene and Tropical Medicine)
De Bin, Riccardo (University of Oslo)

Deffner, Veronika (Ludwig-Maximilians-Universitit Miinchen)
Didelez, Vanessa (Leibniz Institute for Prevention Research and Epidemiology - BIPS)
Freedman, Laurence (Gertner Institute for Epidemiology)

Gail, Mitchell (National Institutes of Health)

Goetghebeur, Els (University of Ghent)

Gustafson, Paul (University of British Columbia)

Harrell, Frank (Vanderbilt University)

Heinze, Georg (Medical University of Vienna)

Huebner, Marianne (Michigan State University)

Joly, Pierre (Université de Bordeaux)

Kammer, Michael (Medical University of Vienna)

Keogh, Ruth (London School of Hygiene and Tropical Medicine)
Kipnis, Victor (National Cancer Institute)

le Cessie, Saskia (Leiden University Medical Center)

McShane, Lisa (U.S. National Cancer Institute)

Pang, Menglan (McGill University)

Perperoglou, Aris (University of Essex)

Pohar-Perme, Maja (University of Ljubljana)

Rahnenfiihrer, Jorg (TU Dortmund University)

Rauch, Geraldine (Charite - Universitatsmedizin Berlin)

Sauerbrei, Willi (Medical Center - University of Freiburg)

Schmid, Matthias (Universitit Bonn)

Schmidt, Carsten (University Medicine of Greifswald)

Shaw, Pamela (University of Pennsylvania)

Steyerberg, Ewout (Erasmus MC)

Therneau, Terry (Mayo Clinic)
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Chapter 12

Women in Analysis (WoAN) - A Research
Collaboration Conference for Women
(19w5082)

June 9 - 14, 2023

Organizer(s): Donatella Danielli (Purdue University), Irina Mitrea (Temple University)

Short Overview
Following the successful models of the mathematical communities WIN, WINASc, WiSh, WhAM!, WIT, the one-
week collaboration workshop 19w5082 co-organized by Donatella Danielli (Purdue University) and Irina Mitrea
(Temple University), was the first international activity of the newly founded Women in Analysis (WoAN) research
group. The workshop hosted the following collaborative research teams:

1. Complex Analysis

2. Free Boundary Problems

3. Geometric Analysis

4. Harmonic Analysis

5. Inverse Scattering Theory

6. Nonlinear Dispersive Equations
Each team was led by internationally recognized women experts in these fields. Scientific activities at the workshop
included introductory lectures and discussions, collaborative research time, a poster session for junior participants,
and wrap-up sessions in which teams reported on their progress. The workshop schedule also included a profes-

sional development session. Below we will elaborate on the scientific content of the workshop and the progress
registered by the various collaboration teams.

124
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Introductory Lectures/Discussions

The goal of these colloquium style lectures and discussions were to introduce all workshop participants to the
history and general developments in each of the emphasis areas.

¢ Complex Analysis. One of the main themes discussed in the Complex Analysis group was the Hartog’s
triangle in complex Euclidean space and its corresponding formulation in complex projective space. The
Hartog’s triangle in C? is defined by:

H=:{(z,w) € C*: |z] < |w| < 1}.

and is an important example in Several Complex Variables (SCV) as it provides many interesting phenomena
in SCV which do not exist in one complex variable. It is the first example of a pseudoconvex domain which
does not admit a Stein neighborhood basis. At the same time, H is rectifiable but not Lipschitz. It is also a
non-tangentially accessible domain, a recent subject of intense research by many leading harmonic analysts.
The specific problems on the Hartog’s triangle in Complex Euclidean space discussed during the program
were:

1. the density and extension problems in the Sobolev spaces for the Hartog’s triangle in complex Eu-
clidean space;

2. boundary integral representation formulas for functions holomorphic in the interior of the Hartog’s
triangle that satisfy suitable regularity up to the boundary, and related questions concerning the notion
of Shilov boundary; theory of holomorphic Hardy spaces, Szegd projection, etc.

The presence of even just a single non-Lipschitz boundary point makes the study of any aspect of boundary
behavior of holomorphic functions much more involved than the analysis of their interior behavior, and it
accounts for the minimal progress to date in the existing literature for item 2 above.

¢ Free Boundary Problems. Reaction-diffusion systems with strong interaction terms appear in many multi-
species physical problems as well as in population dynamics. The qualitative properties of the solutions and
their limiting profiles in different regimes have been at the center of the community’s attention in recent
years. A prototypical example is the system of equations

—Au + ayu = by|ulPT2u + eplulP2|v|tu,
—Av + agv = bo|v|PT1720 + cqlulP|v]9" %0

in a domain Q@ C R which appears, for example, when looking for solitary wave solutions for Bose-
Einstein condensates of two different hyperfine states which overlap in space. The sign of b; reflects the
interaction of the particles within each single state. If b; is positive, the self interaction is attractive (focusing
problems). The sign of ¢, on the other hand, reflects the interaction of particles in different states. This
interaction is attractive if ¢ > 0 and repulsive if ¢ < 0. If the condensates repel, they eventually separate
spatially giving rise to a free boundary. Similar phenomena occurs for many species systems. As a model
problem, we consider the system of stationary equations:

—Au; = filwi) — Bui 3254, 9i(u;)
u; > 0.

The cases g;;(s) = ;s (Lotka-Volterra competitive interactions) and g;;(s) = (;;s? (gradient system for

Gross-Pitaevskii energies) are of particular interest in the applications to population dynamics and theoretical

physics respectively.
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The introductory lecture discussed recent advances in the analysis of phase separation phenomena arising
in competition-diffusion system. Indeed, phase separation has been described in the recent literature, both
physical and mathematical. Relevant connections have been established with optimal partition problems
involving spectral functionals. The classification of entire solutions and the geometric aspects of phase
separation are of fundamental importance as well. The lecture focused on the most recent developments of
the theory in connection with problems featuring:

1. Competition-diffusion problems with fractional laplacians.
2. Competition-diffusion problems with non local interactions.

3. Spiralling solutions in the non symmetrical case.

¢ Geometric Analysis. The field of geometric flows has been thriving in the past few decades because of
its powerful applications to topology, geometry, analysis, and general relativity. In many applications, it
is important to understand how the flow could continue after a singular time, by a better understanding of
singular formation, which is the focus of our discussion during the workshop.

Let (M, go) by a compact Riemannian manifold without boundary. A solution to the Ricci flow is a family
of metrics {g(-,t)} on M satisfying the deformation % = —2Ric where Ric is the Ricci curvature of g(-, t)
with g(-,0) = go. We say that T is a singular time if there is a sequence of points p; € M and a sequence
tiy — T such that
Qr = |Rm|(pg,tx) = max |Rm| — +oo ask — oo.
M x[0,tx]

A singular model is the limiting metric go, = limg_, o0 g Where gi(-,t) = Qrg(-, tr + tQ,;l) are the
appropriate rescaling metrics corresponding to {py }. If the blow-up rate of Q) is sublinear in 7' — ¢, which
in particular implies it must be linear in 7' — ¢, the singularity is called Type I. All other singularities are
called Type II.

We now turn to the mean curvature flow, which is an extrinsic geometric flow that deforms hypersurfaces
in R"*1. Let M be a complete hypersurface in R"*! and let F(z,t) : M x [0,&) — R"*! be a family
of immersions parametrized by ¢ with F'(-,0) = M. The mean curvature flow is a solution ' whose speed

of deformations is given by the mean curvature vector at each instant time, that is, % = — Hv, where v is
the outward unit normal to M; = F'(-,t) and the mean curvature is H = —divy,v. If M is compact, the

mean curvature flow must stop at a finite time by avoidance principle. One can similarly define the singular
models and types as for the Ricci flow.

There are many similarities between the two flows, they are both gradient flows and in both flows the mono-
tonicity formula has been discovered, in the mean curvature flow by Huisken and in the Ricci flow by Perel-
man. Those monotonicity formulas play important role in singularity analysis in both flows. Three main
topics that the Geometric Analysis groups is interested in pursuing are (1) Ricci flow solutions with degen-
erate neck-pinches, (2) Stability of cylindrical solutions to the Ricci flow, and (3) Stability of translating
solutions to the mean curvature flow.

* Harmonic Analysis. Pattern identification in sets has long been a focal point of interest in geometry, com-
binatorics and number theory. No doubt the source of inspiration lies in the deceptively simple statements
and the visual appeal of these problems. A few prototypical examples discussed in the introductory part of
the workshop where:

(1]

1. A set occupying a positive proportion of the natural numbers contains arbitrarily long arithmetic progressions (AP-s).
This affirmative answer by Szemerédi to the famous Erdos-Turdn conjecture is one of the masterpieces
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of modern mathematics [24] [14], and a trendsetter in this field. More generally, given a set A C Z<
with positive density, i.e.,

lim su 7 <A n=w, N]d)
N # ([N, NJ9)

and any finite configuration S C Z? (say a polytope), A has infinitely many Z-affine copies of S.

=d(A) >0, where#(A) = cardinality of A,

2. Contrast this with a problem in the Euclidean setting. A set.S C R is said to be universal if every set of
positive Lebesgue measure contains an affine copy of S. A classical theorem of Steinhaus shows that all
finite sets are universal. A famous question of Erdos [12]] asks: does there exist an infinite universal set?
Despite its superficial analogy with Szemerédi-type questions in Z<, this problem remains unsolved.
All results to date merely establish that certain infinite structures are non-universal [13 16l [16]. In
particular, we do not even know if {27" : n > 1} is universal.

3. Alternatively, one could ask for a set containing all sufficiently large copies instead of infinitely many affine copies.
A result of Bourgain [3]] says that if A C R¢ has positive upper density, i.e.,

= §(A) >0, where |- | = Lebesgue measure, B = {z € R : |z| < R},

and S C R is any set of d points spanning a (d — 1)-dimensional hyperplane (e.g. a line in R? or a
triangle in R?), then there exists £y such that A contains an isometric copy of £S for every ¢ > £y. The
corresponding statement when #(S) > d is not known, though there are some partial results [23]. For
instance, we do not know if a set in R? of positive upper density contains all sufficiently large regular
tetrahedra.

These problems share the common feature that they aim to identify patterns in thick sets. There is now an im-
mense variety of results in this genre, asserting existence or avoidance of configurations under assumptions
on size, often stated in terms of measure, dimension or density. While this body of work has contributed
significantly to our understanding, a complete picture is yet to emerge. Not surprisingly, such questions are
nontrivial when posed for a thin set whose content is insignificant when measured on some of these scales.

* Inverse Scattering Theory. The introductory lecture/discussion was concerned with inverse scattering, i.e.,
inverse problems for linear hyperbolic partial differential equations which model sound, electromagnetic or
elastic waves. We discussed in particular setups where a collection (array) of sensors probes a heteroge-
neous medium with signals and measures the resulting wave. The goal of the inverse scattering problem is
to process these measurements in order to determine the heterogeneous medium, the so-called reflectivity
function.

The introductory lecture considered such a problem, for the case of broadband probing signals and time re-
solved array measurements, at regular time sample intervals 7. It discussed a novel reduced order modeling
(ROM) strategy, where the reduced order model is a proxy of the wave propagator, which is the operator
that takes the wave at a given time ¢ and maps it to the wave at the next time step ¢ + 7' . The ROM has the
following important properties:

1. Ttis data driven, meaning that it can be obtained just from the array measurements, without any knowl-
edge of the medium.

2. Itis a matrix of size determined by the number of sensors in the array and the duration of the measure-
ments and yet, it fits the array measurements exactly.

3. The ROM corresponds to a Galerkin projection of the wave propagator operator on an approximation
space that is spanned by the wave field at the sample time instants (so called solution snapshots).
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4. The ROM is a matrix with special algebraic structure that allows an efficient (well conditioned, almost
linear) inversion procedure for determining the unknown reflectivity of the medium.

The lecture described the construction of the ROM, proved its main properties and showed how it can be
used for solving inverse scattering. The theoretical analysis of the ROM based inversion requires further
analysis, which is why it was presented at the beginning of the conference.

* Nonlinear Dispersive Equations. The introductory efforts of this group were focused on presenting recent
results on the short and long time dynamics of solutions to nonlinear Schrodinger equations (NLS). The
Schrodinger equation is arguably the most famous one in the class of dispersive nonlinear equations, and it
plays a fundamental role in quantum mechanics.

The team leaders emphasized the striking difference between the behavior of solutions to the NLS when no
boundary data are imposed, hence wave solutions can dispers without encountering any obstacle, versus
when boundary data, such as the periodic ones, are given as a constraint. In this case dispersion does not
happen, and to the contrary, the wave solutions may be periodic in time, a situation that happens for example
in 2d, when the ratio between the two periods is a rational number. The leaders reported on the most recent
advances in the study of periodic solution to the NLS equation, while emphasizing the many different math-
ematical tools, taken for example from analytic number theory, probability, dynamical systems, symplectic
geometry and more, that have been used to make this progress. An idea of how these tools have been used
and a list of open questions were also presented during the lecture.

Team Progress Reports

A summary description of the specific problems attacked by the research groups participating in the workshop is
as follows.

* Complex Analysis. With the participation and involvement of the Harmonic Analysis group, led by Almut
Burchard and Malabika Pramanik, during the workshop significant progress was made towards the solution
of the aforementioned density and extension problems in the Hartog’s triangle. Though details are yet to be
verified, it seems that recently obtained results in harmonic analysis can be employed to resolve the questions
raised in the density and extension problems in the Sobolev spaces for the Hartog’s triangle in complex
Euclidean space. Group discussions lead by Loredana Lanzani ignited a new and ongoing collaboration
involving Anne-Katrine Gallagher; Purvi Gupta; Loredana Lanzani and Liz Vivas. Progress has already been
made on several among the questions raised on the boundary integral representation formulas for functions
holomorphic in the interior of the Hartog’s triangle that satisfy suitable regularity up to the boundary.

Further activities at the workshop included a follow-up discussion led by Mei-Chi Shaw on the Hartog’s
triangle in complex projective space, which exhibits distinct features from its Euclidean counterpart due to
the presence of positive curvature. In this context several questions were raised pertaining complex folia-
tions, which are equivalent to limit cycles in the real setting; also the question of existence of Levi-flat hyper
surfaces without singularities, which arises from complex foliation theory and is of interest to the complex
dynamics, topology and geometry communities.

* Free Boundary Problems. The following problem has been introduced to the junior team members by
Susanna Terracini. A classic free boundary problem arises by considering a model of segregated popu-
lations. Suppose that there are N segregated populations occupying a bounded domain 2. The optimal
space occupied by each population is represented by the positivity set of the respective function u;, for

'In this case dispersion means that the amplitude of the wave tends to zero as the time tends to infinity, while the energy of the system
remains constant.
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Figure 12.1: A potential buffer region between two populations that are ¢ apart.

i €{1,2,...,N}, and where the u; minimize the following energy:

N
£ = mln{/ Z |Vuz|2 : ui|aQ = Qu; and UiUj = 0 for ¢ 7£ ]}7
Q=1

under a boundary condition induced by given functions ¢,,, on 9f2. A major problem is to understand the
free boundary, which in this case is the boundary between the different populations within 2. To understand
the free boundary, it is useful to look at the domain variation formula. For Y € C§°(Q2) let

{@zww
Dp(z) = x.

be a local variation. Then the domain variation formula is found by computing

4] e@@).

From the expansion of the first variation one may recover a reflection law which describes the symmetry
with which two functions u; and u; approach their common boundary, and using Almgren’s monotonicity
formula, further regularity results, including that the boundary is mostly regular outside of a small singular
set which is small in the sense of dimension.

A related problem is to understand segregated populations in the case where there is a buffer zone between
the populations. In this case one minimizes:

N
E:(u) = min {/ Z |Vui|? : wiloq = ¢u, and dist(spt{u;},spt{u;}) > ¢ fori # j}
Q

i=1
where spt is the support of the given function.

Progress on this problem has been made in the works of Soave, Tavares, Terracini, and Zilio (2018) and of
Caffarelli, Patrizi, and Quitalo (2017). More work is required to get regularity of the free boundary because
they need to address shapes like the following: suppose that you have two populations in a cylinder, where
the boundary takes a scalloped shape for each population formed by semi-circles of radius ¢ connected in a
line, and offset so that the boundaries are constantly € apart. While this set does have singular set of small
dimension, it is expected that one should be able to show that this arrangement is not a candidate even to
be a local minimizer, perhaps by using the domain variation formula. This problem is interesting for fixed
€ = 1, or as a variational problem where ¢ is sent to 0, so that the potentially invalid arrangement approaches
a minimizer for the classic segregation problem in the limit.

* Geometric Analysis. The team reported work in the following directions.



130

Five-day Workshop Reports

1. Ricci flow solutions with degenerate neck-pinches. For Ricci flow, a family of “dumbbell” initial

metrics leads to two drastically different singular models: either spherical or non-degenerate cylindrical
singular model, depending on the ratio between the radius of the neck and the radii of two balls of the
initial dumbbell manifold. A dumbbell metric at the threshold ratio gives rise to the so-called peanut
solution, which was shown to exist rigorously by Angenent, Isenberg, Knopf in 2015. The peanut
solution gives two different singular models, depending on the choice of the sequence of points py. If
{pr} goes to the neck region, the resulting singular model is degenerate cylindrical and if {p; } goes to
the ball region, the resulting singular model is the Bryant soliton. Such peanut solution is expected to
be an unstable solution to the Ricci flow, so it is in general difficult to construct. Our ultimate goal is
to show that the peanut solution is unstable. A closely related counterpart is the following question.

Problem 12.0.1. Show that a doubly warped Berger metric on S' x S® gives rise to a Ricci flow
solution similar to the peanut solution, in the sense that its normalized Ricci flow converges to a
normalized peanut solution.

The group discussed how the peanut solution (with rotational symmetry) is constructed in the orig-
inal two papers of Angenent, Isenberg, and Knopf. Their approach suggests to first derive a formal
expansion of the warping factors of the metrics and then show the formal solution exists.

. Stability of cylindrical solutions to the Ricci flow. As discussed above, the cylindrical solution to the

Ricci flow appears naturally as a singular model. It gives rise to the natural question of how “stable” a
cylindrical solution is.

Problem 12.0.2. Let gy be the standard cylindrical metric defined on R x S3. Show that there is
€ > 0 5o that if g is in an e-neighborhood of go (in a suitable topology), then the Ricci flow solution
of g converges to the solution of go, in the sense that the normalized solution converges to qo, after a
diffeomorphism change.

The group discussed the first step to understand the long time existence of the normalized solution g;.
It relies on analyzing the linearized normalized Ricci flow equation and employing the de Turck trick
to eliminate the diffeomorphism group. The second step is to provide estimates on g; and show that up
to a diffeomorphisms the flow converges to a normalized cylindrical solution as ¢ — oco. We plan to
understand the work of Schniirer, Schulze, and Simon where they prove stability of Euclidean space,
as well as hyperbolic space, under the Ricci flow.

. Stability of translating solutions to the mean curvature flow. Let M be a hypersurface in R"*1,

We say that M is a translating solution if F' : M X [0,¢) satisfies %—f = —w for a w is a constant

vector in R"1, where F' a family of immersions parametrized by ¢. Comparing with the mean curva-
ture equation discussed above, a translating solution to the mean curvature flow, sometimes called the
translator, must satisfy H = (v, w). Much progress has been made to classify translators. For surfaces
in R3 that are contained in a slab (—m/2,7/2) x R? C R3, there are only three types of translators:
Bowl solitons, Grim reaper planes, and the delta-wing solutions.

Problem 12.0.3. Let My be a graphical surface in R?® defined on a slab (—7/2,m/2) x R C R3.
Suppose that M is asymptotic to the two vertical planes that bound the slab. Then the mean curvature
flow M converges to either grim reaper plane or the delta-wing solution.

The team first discussed the long time existence of M. It relies on a general interior gradient estimate
of Ecker and Huisken and the gradient estimate toward the boundary in the recent work of Spruck and
Xiao. We believe that the pancake solutions of Bourni, Langford, and Tinaglia would give barriers to
guarantee that the solution M; stays in the same slab and converges to a nontrivial solution. Last, to
show that the solution converges to a translating solution, the group may employ the techniques in the
recent work to Choi, Choi, and Daskalopoulos for the Gauss curvature flow.
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e Harmonic Analysis. The introductory harmonic analysis discussions provided an overview of results con-
cerning geometric and analytic configurations that exist in sparse sets in Euclidean spaces. Here sparsity
implies zero Lebesgue measure and size is phrased in terms of finer notions such as Hausdorff or Fourier
dimensions, occasionally with additional structures. The background literature on a few questions of the
following flavor were discussed in the group meetings:

1. Does a set in R with dimension oz < 1 contain algebraic patterns, such as arithmetic progressions, or
solutions of a translation-invariant linear equation? If so, are such patterns abundant in some quantifi-
able sense?

2. Does a sparse set in R? contain geometric configurations such as vertices of a right triangle?

Looking ahead, one can formulate more refined questions. Lower-dimensional surfaces such as curves and
hypersurfaces yield a class of thin sets in R? for d > 2 that arise naturally from the differential geometry of
Euclidean spaces. The induced surface measure on such sets is rich in geometric and analytic structure. It is
the source of a vast literature and the inspiration of the following genre of questions, the study of which is
one of the long-term research goals of the harmonic analysis group:

. Ford > 1and 0 < a < d, a € Z, do there exist sparse subsets of R? with Hausdorff dimension
« supporting measures that behave in some quantifiable sense like the induced Lebesgue measure on
surfaces in R%?

2. What properties of fractal sets ensure/prevent analytic and geometric phenomena seen on manifolds?

3. What are the scope and the limitations of Fourier-analytic methods in such problems?

The group also discussed four problems on sumsets and convolutions. The Minkowski sum A + B =
{a+b|a € A,bec B} arises frequently in the study of convolution operators. It is typically large compared
to the individual sets; the general principle is that small sumsets imposes strong geometric and arithmetic
constraints on the sets. We propose four problems that seek to quantify these constraints.

For non-empty sets A, B C R%, the Brunn-Minkowski inequality [A + B|d > |A|a + |B|4 provides a
fundamental lower bound on the volume of the sumset. Equality holds only if the sets A and B are scaled
and translated copies of the same convex set K [Henstock-Macbeath 1953, Hadwiger-Ohmann 1956].

1. If the Brunn-Minkowski inequality holds with near-equality for two sets A, B, must they be close to
homothetic and convex? (How close?)

Affirmative answers are known in certain cases, for example when A and B are convex, when the two sets
are comparable in volume, and in one dimension [Christ, Figalli, Jerison, Maggi, Pratelli and others since
2010]. The general problem, for sets of disparate size, is open.

Much of the recent progress on this problem is motivated by additive combinatorics, where the study of sets
with small sumsets has been a core problem for almost 100 years. For finite sets of integers, the cardinality
of A+ B can be as large as the product | A| - | B|; a lower bound is |A + B| > |A| + | B| — 1. Equality occurs
only if A and B are arithmetic progressions with the same increment. Large sets with small sumsets were
characterized in terms of generalized arithmetic progressions by Freiman [1973] and Ruzsa [1994].

2. Among subsets C' C N of given cardinality, which have the largest number of decompositions as
sumsets (modulo translations)?

One may suspect that arithmetic progressions may be the answer also here. there is a surprising connection
with lunar arithmetic, an exotic algebra on the nonnegative integers [Applegate-LeBrun-Sloane 2011, G.
Gross 2019].
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One of the functional versions of the Brunn-Minkowski inequality is the Riesz-Sobolev inequality, that
convolution integrals of the form fRd f*gh can only increase under symmetric decreasing rearrangement of
the three functions. The characterization of equality cases is quite complicated and depends on the relative
size of the level sets of the three functions [Burchard 1994]. The Brunn-Minkowski inequality is equivalent
to the special case of indicator functions of sets that are in a critical size relation. Analogous inequalities
hold on the integers [Hardy-Littlewood-Polya 1934] and on the unit circle S* [Baernstein 1989]. Equality
and near-equality cases on R and S* were classified by Christ [2013] and Christ-Iliopoulou [2018].

3. Are there any other groups that admit rearrangement inequalities of Riesz-Sobolev type? What are the
obstructions?

It is a folklore result that Riesz-Sobolev inequalities cannot hold on the special orthogonal groups SO(d) for
d > 2, and perhaps on no other groups. It would be interesting to work out a rigorous proof and identify the
precise nature of the geometric obstruction. Part of the question is how to define a suitable rearrangement.
One possible approach is to construct the rearrangement in a different space. For example, S! has proved
useful as a comparison space for compact connected Abelian groups [Kneser 1956, Candela-De Roton 2016,
Tau 2018, Christ-Iliopoulou 2018].

We close with an intriguing problem that connects additive combinatorics with the geometry of Banach
spaces, due to Oleskiewicz [2016]. To state the question, let us call a subset of a metric space well-separated,
if any two distinct points in the set have distance at least 1.

4. Let A, B be non-empty finite subsets of a normed vector space. If A and B are well-separated, does
A + B contain a well-separated subset C' of cardinality |C| = |A| + |B| — 1?

The answer is known to be positive when the norm is Euclidean [Oleskiewicz 2016], and when one of the
sets has only one or two elements. It is open in all other cases, even for the spaces ¢/ with p # 2 in dimension
two.

* Inverse Scattering Theory. The team reported on two research problems:

1. Reduced order model: The ROM based inversion methodology was discussed by our group through-
out the week, for both the setup in the lecture as well as for inversion with time harmonic waves and in
anisotropic media. The group identified a few analysis problems to work on. In particular, the study of
the dependence of the Galerkin projection on the unknown reflectivity was determined to be important
and of interest to the group.

2. Transmission eigenvalues: This problem arises in the analysis of scattering operator for inhomoge-
neous media of compact support. It is a non-selfadjoint and non-linear eigenvalue problem for a set of
two elliptic PDEs defined in the support of inhomogeneity and sharing the same Cauchy data on the
boundary. Transmission eigenvalues relate to interrogating frequencies for which there is an incident
field that does not scatter. They can be determined from scattering data, hence can be used to obtain
information about scattering media. Our group was interested in two main open theoretical questions:
a) spectral properties of this eigenvalue problem in the case when contrast in the media changes sign up
to its boundary, and b) regularity assumptions on the given media for which a transmission eigenvalue
is indeed a non-scattering frequency, i.e. understanding when it is possible to extend eigenfunctions
corresponding to incident waves outside the support of inhomogeneity as a solution of PDEs governing
the background.

¢ Nonlinear Dispersive Equations. During the week spent at Banff the Nonlinear Dispersive PDE group

centered their discussion mainly on two projects.
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1. The first project, that involves D. Mendelson, A. Nahmod, N. Pavlovic and G. Staffilani, is related to
the active area of research of deriving effective evolution equations from many-body quantum systems.
One important and ubiquitous example of a limiting effective equation is the NLS equation mentioned
above, which more in details is a scalar dispersive equation which describes in a certain regime the
evolution of a system of infinitely many bosons with a two particle interaction. The NLS equation is
an important model in its own right, as both a representative example of an infinite dimensional Hamil-
tonian system, and, in the one dimensional cubic case, an example of an integrable PDE. Recently, our
group together with M. Rosenzweig, a PhD student at UT Austin under the supervision of N. Pavlovic,
has been able to derive geometric aspects of the Hamiltonian structure of the NLS equation from the
many-body quantum model. Moreover, we have been able to connect the integrability of the scalar
NLS equation with integrability for a certain system of equations, called the GP hierarchy, which mod-
els the interaction between infinitely many quantum particles and arises in the derivation of the NLS
equation from the finite particle models.

While at the workshop at BIRS, the group discussed several possible extensions to this recent work.
The first direction, which seems very promising, is related to the connection between the NLS equa-
tion and the Vlasov equation. Specifically, in the so-called semi-classical limit, solutions of the NLS
equation tend to solutions of the Vlasov equation. A natural question is thus “what happens to the
geometric Hamiltonian structure associated to the NLS?”. We believe, after some preliminary investi-
gation, that our techniques should enable us to derive a Hamiltonian structure for the Vlasov equation
from a classical finite particle system.

2. The second project, which involves M. Czubak, A. Nahmod, G. Staffilani and X. Yu, is based on a
question proposed by Luis Vega. Consider the following NLS equation in one spatial dimension:

iy 4 Uge = |ulPu. 0.1)

Here v : R x R — C is a complex-valued function of time and space and the scaling invariant Sobolev
norm is H 4. The goal is to study the long time dynamics for this initial value problem, namely global
well-posedness (GWP) and scattering when the initial data are taken in H I,

It is known that given an initial data uq with finite energy, that is ug € H*, due to energy conservation,
and the fact that H! is a subcritical norm in this case, GWP and scattering is well understood, while at
the critical regularity, ug € H3, asimilar argument only gives small data GWP and scattering results.
If one considers intermediate (but still subcritical) regularity, that is ug € H?®, % < s < 1, then one
can combine the I-method and the following Morawetz estimate for the solution « of (0.13):

lullis S luollallull® s 0.2)
@ 2 e 2
to prove the GWP and scattering for data uy € H?®, s > 1%. During the discussion at Banff X. Yu

noticed that if we replace the Morawetz estimate (0.2)) by the one derived in Planchon-Vega [21]:

lull 3z < luollZallull® 4. 0.3)
b = LeH2

we are able to improve the index for GWP and scattering to s > %. Note that this index still leaves
a gap if one want to reach the critical regularity. Following a suggestion by L. Vega we would like
to consider this GWP and scattering problem from another point of view, which would be new also
for other dispersive equations. Instead of concentrating the study of the global dynamics for the NLS
equation on the analysis of the behavior in time of the solution in terms of Sobolev and L?
norms, we want to analyze the asymptotic behavior in time of the more natural h(t) quantity defined
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in the proof of Planchon-Vega [21]]:

ht) = / / fu(t, ) 2lu(t, y)|? | — ] dedy. 0.4)

The second derivative of h(t) in essence gives the Morawetz estimates, which encodes the fact that
some LP norm is decaying in time, which in turn implies scattering. Therefore this h(¢) function is
closely linked to the scattering of the NLS equation (0.13)), and it should be the right quantity to look
at to prove scattering.

Poster Session Research Themes

The following scientific themes have been discussed at the poster session.

¢ A generalized radial Brezis-Nirenberg problem. In a poster presentation by Soledad Benguria, Mathe-
matics Department, University of Wisconsin the following problem was discussed. In an 1983 paper Brezis

and Nirenberg consider
—Au = u+uP in Q, (0.5)

where (2 is a bounded, smooth, open subset of R”, n > 3, with v > 0in Q and v = 0 in 0f2. Here
p = (n+ 2)/(n — 2) is the critical Sobolev exponent. They show there are no positive solutions to if
A > A1, where \q is the first eigenvalue of —A in 2. And if €2 is star-shaped, there are no solutions if A < 0.
However, the existence of solutions for 0 < A < A; depends on the dimension of the space.

In fact, if n > 4, then there is a solution u € H}(Q) for all A € (0, A1). Butif n = 3, there is a positive
A« (€2) such that has no solution if A < A, and has a solution if A € (A, A1). If Q is a ball, then
A« = A1/4. Many variants of have been studied. Among others, the Brezis-Nirenberg problem in other
spaces of constant curvature, such as S™ and H" (see, e.g., [3l, [22], [8], [4]).

The problem that Benguria and her collaborators attacked is as follows. Let R € (0, co) and let a be a smooth
function such that a € C3[0, R]; a(0) = a”(0) = 0; a(x) > 0 for all z € (0, R); and lim,_,0 a(x)/z = 1.
Given n € (2,4), the goal is to study the existence of positive solutions u € H}(2) of

a'(x)
a(z)
with boundary condition «'(0) = u(R) = 0. Notice that the radial Brézis-Nirenberg problem on the Eu-

clidean space corresponds to taking a(x) = x; on the hyperbolic space, to taking a(x) = sinh(x); and on the
spherical space, to taking a(z) = sin(z). Benguria shows that this boundary value problem has a positive so-

—u"(z) — (n—1) u'(z) = Mu(z) + u(x)? 0.6)

’ !’ 2 1"
lution if A € (41, A1). Here, A is the first positive eigenvalue of y" + %5/ + ()\ —a? (%) + a“a) y=0

with boundary conditions lim, o y(z)x® = 1; and p is the first positive eigenvalue with boundary condi-
tions lim, o y(z)z~® = 1, with & = (2 — n) /2. She also obtains non-existence and uniqueness results.

¢ Aharonov-Bohm operators in planar domains. The poster by Laura Abatangelo (University of Milan
- Bicocca) concerned possible multiple eigenvalues for the so-called Aharonov—Bohm operators. These
operators are special as they present a strong singularity at a point (pole), for they cannot be considered
small perturbations of the standard Laplacian. More precisely, for a = (aj,az) € R? and o € R\ Z, we
consider the vector potential

—(352 —az) r1 —a
(1 —a1)? + (v2 — a2)?’ (v1 — a1)? + (z2 — az)?

A%(z) = o , &= (z1,22) € R?\ {a},
( )

which generates the Aharonov-Bohm delta-type magnetic field in R? with pole a and circulation «; such
a field is produced by an infinitely long thin solenoid intersecting perpendicularly the plane (x1,x2) at
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the point a, as the radius of the solenoid goes to zero and the magnetic flux remains constantly equal to
a. So, they are responsible of the so-called Aharonov—Bohm effect: in a quantum mechanics context, a
charged particle living in this region is affected by the presence of a magnetic field even if this is zero almost
everywhere.

From an analytic point of view, the particle’s dynamics is described by solutions to Schrédinger equations,
where the (stationary) operators are defined as

(iV + Ag)?u = —Au+ 2iA, - Vu + | A2

acting on functions u : € C R? — C. As one can easily understand, in the last years, a particular interest has
been devoted to the spectrum of the stationary operator defined above. In particular, the spectrum is stable
under small movement of the pole. Moreover, small movements of the pole can make a double eigenvalue
to be simple in many situations. When the domain posseses strong symmetries, it seems that it can remain
simple not only for small movements, but also globally in the domain.

The two main results achieved in this direction are the following

Theorem 12.0.4 ([2]). Let 0 € Q and oy € {%} + Z. Let ng > 1 be such that the ng-th eigenvalue
A= /\5?0”10) of (iV+Ag°)? with Dirichlet boundary conditions on OS2 has multiplicity two. Let o1 and oo be
two orthonormal in L?(Q, C) and linearly independent eigenfunctions corresponding to \. Let cy,, dy € R
be the coefficients in the expansions gp,(qaﬂ)(a + r(cost,sint)) = ez r1/2 (ckcos t +dgsind) + o(r'/?),
If 1 and @4 satisfy both the following

(i) +d} #0fork=1,2 (1) [o(iV + AG° )1 - APz # 0;

(i4i) there does not exist vy € R such that (c1,dy) = y(ca, d2);

then there exists a neighborhood U C Q2 x R of (0, o) such that the set

{(a,) €U : (iV + AY)? admits a double eigenvalue close to \} = {(0,a9)} .

1 ot
Theorem 12.0.5 ([L]). Let )\ga?) be the first eigenvalue on the disk. Then )\g '2) is simple if and only if

€ (-1,1)\ {0}.

* Recovering Riemannian metrics from least-area data. This poster was presented by Tracey Balehowsky
(Postdocoral Researcher at the University of Helsinki) and contained her joint work with Spyros Alexakis
and Adrian Nachman (Professors at the University of Toronto). The following question was considered:
Given any simple closed curve 7 on the boundary of a Riemannian 3-manifold (M, g), suppose the area of
the least-area surfaces bounded by ~ are known. From this data may we uniquely recover g?

This question can be thought of as an n — 2 codimensional version of boundary rigidity, wherein one seeks
to determine the metric g given knowledge of the geodesic distance d(z, y) between any two points x, y on
the boundary of M. In the cases where this is possible, we say the manifold is boundary rigid. The problem
of boundary rigidity has been solved in 2 dimensions, but remains open in higher dimensions.

The poster summarized some of the history of the problem of boundary rigidity, highlighting the works of
Michel [18]], Gromov [15]], Croke [11]], Pestov and Uhlmann [20] (which settled the 2D case), Lassas et.
al. [17], Burago and Ivanov [9, [10]], and Stefanov et. al. [23]]. It also contained a brief description of the
obstacles to boundary rigidity as motivation for the analogous obstacles one faces when instead considering
least-area data instead of distances.
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Next presented were three theorems which gave conditions when one can uniquely recover (up to boundary-
fixing diffeomorphisms) the Riemannian metric g, given knowledge of the areas of least-area surfaces cir-
cumscribed by simple curves on the boundary of M. The results do not require this area data for all such
simple curves on the boundary; rather just certain families of curves.

1. The first theorem addressed the question of what is the least amount of area data possible to achieve
global uniqueness. It showed that if the metric was either C3-close to Euclidean or “straight-thin”,
knowledge of the areas of least-area surfaces with boundary given by a leaf of a particular 1-parameter
family of foliations of the boundary by simple curves was enough to uniquely determine the metric.

2. The second theorem was a global uniqueness result which demonstrated that the curvature conditions
of the first theorem could be relaxed if more data was given and an additional foliation structure was
assumed. This theorem showed that if the manifold was of the type which “admitted foliations from all
directions”, knowledge of the areas of the least-area surfaces arising as leaves in the admitted foliations
uniquely recovered the metric.

3. The third theorem was a local result which showed that if the boundary M was strictly mean convex
at p € OM and one knows the areas of a certain 2-parameter family of least-area surfaces which are
near p, then the metric is uniquely determined in a small neighbourhood V' C M containing p. It was
emphasized that a key starting point for all the results presented was that the area data gave information
about the Dirichlet-to-Neumann map for the Jacobi operator on the 2-dimensional least-area surfaces,
from which curvature information was determined via the result of Nachman [[19].

¢ The Mixed Boundary Value Problem for the Laplacian in Non-Smooth Domains. The poster, presented

by Katharine Ott from Bates College, summarized results regarding well-posedness of the LP-mixed bound-
ary value problem in Lipschitz domains for the Laplacian. The theorems presented have appeared in a series
of recent papers with coauthors H. Awala, R. Brown, S. Kim, I. Mitrea, and J. Taylor.

To give a sense of the work presented, consider the case of the LP-mixed problem for the Laplacian. In this
setting, let € be a bounded open set in R, n > 2, and let 92 = D U N, where D is an open subset of the
boundary and D N N = (). Then the boundary problem is given by

Au=0 in €,
ulp, = fp € WhP(D),
oul|y = fv € LP(N),
(Vu)* € LP(09).

0.7)

Above, 0, denotes differentiation in the normal direction. For any function v : 2 — R, v* stands for the
non-tangential maximal function.

The first result is well-posedness (meaning existence and uniqueness of solutions) of the L”-mixed problem
for the Laplacian in Lipschitz domains for a range p € (1,1 + ) under a mild assumption on the boundary
between D and N (the Dirichlet and Neumann portions of the boundary, respectively). It is important to
note that well-posedness in L2 may actually fail and thus the result for small p > 1 is, in a sense, optimal.
An important step in the proof of well-posedness of (and similarly in the case where the Laplacian is
replaced with the Lamé system of elastostatics) is establishing decay of solutions when the boundary data is
an atom. This decay is encoded in estimates for the Green function for the mixed problem, which constituted
the second theorem of the poster.

The final portion of the poster addressed an alternative approach to studying the LP-mixed problem for the
Laplacian in the special case where Q C R? is the infinite upward sector with vertex at zero and aperture
6 € (0,27). Here, we define the left edge of the sector to be D and the right edge of the sector to be
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N. Under these conditions, we can translate (0.7) into an integral boundary equation. The solvability of
this aforementioned equation hinges on whether or not an associated integral operator is invertible on the
prescribed function spaces. This approach results in a sharp well-posedness results for (0.7).
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Chapter 13

Reconstruction Methods for Inverse
Problems (19w5092)

June 23rd - 29th, 2019

Organizer(s): Uri Ascher (UBC, Vancouver), Elena Beretta (New York University Abu Dhabi),
Otmar Scherzer (University of Vienna), Luminita Vese (UCL, Los Angeles)

The report as written surveys parts of the original submission to review the state of the art in the field. Then
come the presentations and their abstracts, and then outcomes of the meeting where we put the talks in perspective.

Overview of the Field

Inverse problems require to determine the cause from a set of observations. Such problems are of importance
in medical imaging, non destructive testing of materials, computerized tomography, source reconstructions in
acoustics, computer vision, and geophysics, to mention but a few, and their mathematical solutions represent
breakthroughs in applications. In many situations the mathematical modeling of these problems leads to the study
of inverse boundary value problems for partial differential equations and systems that are highly non-linear and
ill-posed in the sense of Hadamard; small errors in the data may cause uncontrollable errors in the solution. It
is precisely this feature that makes crucial the analysis of these instabilities and their regularization towards a
successful computational reconstruction. The strategy of reconstruction is the following: Given a discrete set
of (noisy) measurements, reconstruct an image of the unknown physical quantity inside the examined object. The
natural approach is to reduce the problem to a minimization problem for a least-square constrained type functional.
Due to the ill-posedness of the underlying inverse problems, all the functional reconstruction methods involve some
form of regularization which enables stable reconstruction. These methods are called regularization techniques (see
for instance [8]]).

An illuminating example of ill-posed nonlinear inverse problem is the inverse conductivity problem modelling
electrical impedance tomography (EIT), a nondestructive imaging technique with applications in medical imaging,
geophysics and testing of materials, respectively. The problem was introduced the first time by Calderon in the
early 80’s motivated by an application in geophysical prospection. The goal is to detect the conductivity inside
an object from boundary measurements encoded by the so-called Dirichlet to Neumann map. The conductivity
problem is severely ill-posed as was proved in 1988 by Alessandrini [1]]. In fact, despite of a-priori smoothness
assumptions on the unknown conductivity, a conditional stability estimate of logarithmic type is the best possi-
ble. This has led to tackle the ill-posedness of the problem establishing regularization strategies for the effective
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determination of the solution to the problem. A recent trend is to restrict the set of admissible conductivities; for
example assuming a smooth background conductivity containing a finite number of unknown small inclusions with
a significantly different conductivity [9] or considering conductivities that are linear combinations of finitely many
(known) profiles [2]]. In fact, under these assumptions it is possible to prove Lipschitz stability estimates that imply
local convergence of iterative methods, see for instance [7, 4].

We would like to mention several numerical approaches, that have been developed in the context of nonlinear
tomographic problems, in particular EIT, inverse scattering, and inverse conductivity problems: these are for in-
stance, level set methods (Santosa [[17] based on Osher & Sethian [[16]]), shape derivatives (based on Sokolowski &
Zolesio [18]), Statistical methods (Kaipio & Somersalo [11]), Dbar methods (Nachman [[13]]), Iterative regulariza-
tion methods for nonlinear problems (Hanke [10]), Regularization by projection (Kaltenbacher [[12]), Topological
gradients (Masmoudi), variational regularization methods (Mueller & Siltanen [14]), PDE constraint optimization
(Haber [3]]).

The year 2016 marks the 110th birthday of the great Russian academician Andrey Nikoayevich Tikhonov (1906
- 1993). Tikhonov’s work provides the mathematical foundations of regularization theory for solving inverse
problems, which is a core topic of this workshop. Exciting experimental developments and the possibility of
implementing regularization algorithms on computers made the mathematical results as prominent as they appear
today. In 1979 Allan MacLeod Cormack (1924-1998) and Godfrey Hounsfield (1919-2004) won the Nobel Prize in
“Physiology or Medicine” for the first development of a CT-scanner, which was based on inversion of the parallel
beam transform, which is probably the most prominent inverse problem. Today new imaging concepts are the
major driving force for discoveries in a variety of research areas, ranging from the nanoscale of single molecule
imaging, via biomedical research, to macroscopic scales in Astrophysics.

This workshop tried to survey the zoo of regularization methods and to stimulate new research by productive
interactions of the different computational and theoretical fields which were represented in the workshop.

Recent Developments and Open Problems

The primary goal of the workshop has been to provide a forum on theoretical and numerical aspects related to sta-
bility in inverse problems. In particular we emphasize stability estimates for inverse problems, such as parameter
estimation problems in wave equations, regularization methods in the discrete and continuous formulations, and
multi-level techniques that make use of theoretical stability estimates and numerical algorithms. The workshop
brought together fields which usually do not interact. Numerically oriented researchers usually do not make use
of theoretical stability estimates and regularization researchers working on discrete and continuous formulations
have focus on different aspects of numerics and analysis. The situation with interactions actually changed with the
fundamental work of Alessandrini and Vessella [2]], who derived stability estimates based on a continuous formu-
lation for piecewise constant Ansatz functions. Their work bridged the gap between the discrete and continuous
regularization world and also found its way to numerics recently. The recently very active topic of uncertainty
quantification in continuous and discrete formulations is another example, considered by different communities,
but solves the same problems (like the inverse aquifer problem). These communities use completely different
computational approaches like Markov Chain Monte Carlo (MCMC), Kalman Filter (KF). The stochastic analysis
can be considered the analog to the deterministic stability estimates. As with all workshops on inverse problems
at BIRS, which were predominantly on theoretical aspects and concrete developments, we observed a broad and
lively discussion of the theoretical developments, analytical and computational methodologies and new and ex-
isting applications. Moreover, we observed a growth in understanding of analysis, algorithms, and mathematical
modeling. We aimed to bring mathematicians working on more abstract stability estimates in concrete examples
as well as researchers working on more concrete computational algorithms.

Presentation Highlights

We start by giving a list of the titles and abstracts in chronological order:



142

Monday:

Five-day Workshop Reports

Peter Kuchment: Detecting presence of emission sources with low SNR. “Analysis” vs deep learning:

The talk will discuss the homeland security problem of detecting presence of emission sources at high
noise conditions. (Semi-)analytic and deep learning techniques will be compared. This is a joint work
with W. Baines and J. Ragusa.

Luca Rondi: A multiscale approach for inverse problems: We extend the hierarchical decomposition

of an image as a sum of constituents of different scales, introduced by Tadmor, Nezzar and Vese in
2004 [19], to a general setting. We develop a theory for multiscale decompositions which, besides ex-
tending the one of Tadmor, Nezzar and Vese to arbitrary L? functions, is applicable to nonlinear inverse
problems, as well as to other imaging problems. As a significant example, we present applications to
the inverse conductivity problem. This is a joint work with Klas Modin and Adrian Nachman.

Adrian Nachman: Two nonlinear harmonic analysis results: a Plancherel theorem for a nonlinear

Fourier transform arising in the Inverse Conductivity Problem and multiscale decomposition of
diffeomorphisms in Image Registration: The first part of this talk will be devoted to a well-studied
nonlinear Fourier transform in two dimensions for which a proof of the Plancherel theorem had been
a challenging open problem. I will describe the solution of this problem, as well as its application
to reconstruction in the inverse boundary value problem of Calderon for a class of unbounded con-
ductivities. This will include new estimates on classical fractional integrals and a new result on L>
boundedness of pseudodifferential operators with non-smooth symbols. (Joint work with Idan Regev
and Daniel Tataru).

The second part will be a continuation of Luca Rondi’s lecture. It will be devoted to a multiscale
decomposition of diffeomorphisms in image registration, inspired by the Tadmor Nezzar Vese hierar-
chical decomposition of images, with the sum replaced by composition of maps. (Joint work with Klas
Modin and Luca Rondi).

Elisa Francini: Stable determination of polygonal and polyhedral interfaces from boundary mea-

surements: We present some Lipschitz stability estimates for the Hausdorff distance of polygonal
or polyhedral inclusions in terms of the Dirichlet-to-Neumann map based on a series of papers in col-
laboration with Elena Beretta (New York University AbuDhabi) and Sergio Vessella (Universit?? di
Firenze).

Matteo Santacesaria: Infinite-dimensional inverse problems with finite measurements: In this talk I

will discuss how ideas from applied harmonic analysis, in particular sampling theory and compressed
sensing, may be applied to inverse problems for partial differential equations. The focus will be on
inverse boundary value problems for the conductivity and the Schrodinger equations, but the approach
is very general and allows to handle many other classes of inverse problems. I will discuss uniqueness,
stability and reconstruction, both in the linearized and in the nonlinear case. This is joint work with
Giovanni S. Alberti.

Ekaterina Sherina: Quantitative PAT-OCT Elastography for Biomechanical Parameter Imaging:

Tuesday:

Diseases like cancer or arteriosclerosis often cause changes of tissue stiffness in the micrometer scale.
Our work aims at developing a non-invasive method to quantitatively image these biomechanical
changes and study the potential of the method for medical diagnostics. We focus on quantitative elas-
tography combined with photoacoustic (PAT) and optical coherence tomography (OCT). The problem
we deal with consists in estimating elastic material parameters from internal displacement data, which
are evaluated from OCT-PAT recordered successive images of a sample.
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Gabriele Steidl: Regularization of Inverse Problems via Time Discrete Geodesics in Image Spaces:
This talk addresses the solution of inverse problems in imaging given an additional reference image.
We combine a modification of the discrete geodesic path model of Berkels, Effland and Rumpf [5] with
a variational model, actually the L2 —T'V model, for image restoration. We prove that the space contin-
uous model has a minimizer and propose a minimization procedure which alternates over the involved
sequences of deformations and images. The minimization with respect to the image sequence exploits
recent algorithms from convex analysis to minimize the L 2 -T V functional. For the numerical compu-
tation we apply a finite difference approach on staggered grids together with a multilevel strategy. We
present proof-of-the-concept numerical results for sparse and limited angle computerized tomography
as well as for superresolution demonstrating the power of the method. Further we apply the morphing
approach for image colorization. This is joint work with Sebastian Neumayer and Johannes Persch
(TU Kaiserslautern).

Uri Ascher: Discrete processes and their continuous limits: The possibility that a discrete process can
be closely approximated by a continuous one, with the latter involving a differential system, is fasci-
nating. Important theoretical insights, as well as significant computational efficiency gains may lie in
store. A great success story in this regard are the Navier-Stokes equations, which model many phe-
nomena in fluid flow rather well. Recent years saw many attempts to formulate more such continuous
limits, and thus harvest theoretical and practical advantages, in diverse areas including mathematical
biology, image processing, game theory, computational optimization, and machine learning. Caution
must be applied as well, however. In fact, it is often the case that the given discrete process is richer in
possibilities than its continuous differential system limit, and that a further study of the discrete process
is practically rewarding. I will show two simple examples of this. Furthermore, there are situations
where the continuous limit process may provide important qualitative, but not quantitative, information
about the actual discrete process. I will demonstrate this as well and discuss consequences.

Markus Grasmair: Total variation based Lavrentiev regularisation: In this talk we will discuss a
non-linear variant of Lavrentiev regularisation, where the sub-differential of the total variation replaces
the identity operator as regularisation term. The advantage of this approach over Tikhonov based
total variation regularisation is that it avoids the evaluation of the adjoint operator on the data. As a
consequence, it can be used, for instance, for the solution of Volterra integral equations of the first
kind, where the adjoint would require an integration forward in time, without the need of accessing
future data points. We will discuss first the theoretical properties of this method, and then propose a
taut-string based numerical method for the solution of one-dimensional problems.

Andrea Aspri: Analysis of a model of elastic dislocation in geophysics: In this talk we will discuss
a model for elastic dislocations describing faults in the Earth???s crust. We will show how to get the
well-posedness of the direct problem which consists in solving a boundary-value/transmission value
problem in a half-space for isotropic, inhomogeneous linear elasticity with Lipschitz Lam?? parame-
ters. Mostly we will focus the attention on the uniqueness result for the non-linear inverse problem,
which consists in determining the fault and the slip vector from displacement measurements made on
the boundary of the half-space. Uniqueness for the inverse problem follows by means of the unique
continuation result for systems and under some geometrical constrains on the fault. This is a joint
work with Elena Beretta (Politecnico di Milano & NYU ??? Abu Dhabi), Anna Mazzucato (Penn State
University) and Maarten de Hoop (Rice University).

Barbara Kaltenbacher: Regularization of backwards diffusion by fractional time derivatives: The
backwards heat equation is one of the classical inverse problems, related to a wide range of applications
and exponentially ill-posed. One of the first and maybe most intuitive approaches to its stable numerical
solution was that of quasireversibility, whereby the parabolic operator is replaced by a differential
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operator for which the backwards problem in time is well posed. After a short overview of approaches
in this vein, we will dwell on a new one that relies on replacement of the first time derivative in the
PDE by a fractional differential operator, which, due to the asymptotic properties of the Mittag-Leffler
function as compared to the exponential function, leads to an only moderately ill-posed problem. Thus
the order alpha of (fractional) differentiation acts as a regularization parameter and convergence takes
place in the limit as alpha tends to one. We study the regularizing properties of this approach and
a regularization parameter choice by the discrepancy principle. Additionally, a substantial numerical
improvement can be achieved by exploiting the linearity of the problem by breaking the inversion into
distinct frequency bands and using a different fractional order for each. This is joint work with William
Rundell.

Bernd Hofmann: The impact of conditional stability estimates on variational regularization and the

distinguished case of oversmoothing penalties: Conditional stability estimates require additional
regularization for obtaining stable approximate solutions if the validity area of such estimates is not
completely known. The focus of this talk is on the Tikhonov regularization under conditional sta-
bility estimates for non-linear ill-posed problems in Hilbert scales, where the case that the penalty is
oversmoothing plays a prominent role. This oversmoothing problem has been studied early for linear
forward operators, most notably in the seminal paper by Natterer 1984. The a priori parameter choice
used there, just providing order optimal convergence rates, has in the oversmoothing case the unex-
pected property that the quotient of the noise level square and the regularization parameter tends to
infinity when the noise level tends to zero. We provide in this talk some new convergence rate results
for nonlinear problems and moreover case studies that enlighten the interplay of conditional stability
and regularization. In particular, there occur pitfalls for oversmoothing penalties, because convergence
can completely fail and the stabilizing effect of conditional stability may be lost.

Antonio Leitao: A convex analysis approach to iterative regularization methods: We address two

well known iterative regularization methods for ill-posed problems (Landweber and iterated-Tikhonov
methods) and discuss how to improve the performance of these classical methods by using convex
analysis tools. The talk is based on two recent articles:

Range-relaxed criteria for choosing the Lagrange multipliers in nonstationary iterated Tikhonov method
(with R.Boiger, B.F.Svaiter [6]), and On a family of gradient type projection methods for nonlinear ill-
posed problems [[13]]

Lars Ruthotto: Deep Neural Networks motivated by PDEs: One of the most promising areas in arti-

ficial intelligence is deep learning, a form of machine learning that uses neural networks containing
many hidden layers. Recent success has led to breakthroughs in applications such as speech and image
recognition. However, more theoretical insight is needed to create a rigorous scientific basis for de-
signing and training deep neural networks, increasing their scalability, and providing insight into their
reasoning.

This talk bridges the gap between partial differential equations (PDEs) and neural networks and presents
a new mathematical paradigm that simplifies designing, training, and analyzing deep neural networks.
It shows that training deep neural networks can be cast as a dynamic optimal control problem similar
to path-planning and optimal mass transport. The talk outlines how this interpretation can improve the
effectiveness of deep neural networks. First, the talk introduces new types of neural networks inspired
by to parabolic, hyperbolic, and reaction-diffusion PDEs. Second, the talk outlines how to accelerate
training by exploiting multi-scale structures or reversibility properties of the underlying PDEs. Finally,
recent advances on efficient parametrizations and derivative-free training algorithms will be presented.

Wednesday:
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Simon Arridge Combining learned and model based approaches for inverse problems: Deep Learn-
ing (DL) has become a pervasive approach in many machine learning tasks and in particular in image
processing problems such as denoising, deblurring, inpainting and segmentation. The application of
DL within inverse problems is less well explored because it is not trivial to include Physics based
knowledge of the forward operator into what is usually a purely data-driven framework. In addition
some inverse problems are at a scale much larger than image or video processing applications and may
not have access to sufficiently large training sets. In this talk I will present some of our approaches for
1) developing iterative algorithms combining data and knowledge driven methods with applications in
medical image reconstruction ii) developing a learned PDE architecture for forward and inverse models
of non-linear image flow. Joint work with : Marta Betcke, Andreas Hauptmann, Felix Lucka

Giovanni Alberti “Combining the Runge approximation and the Whitney embedding theorem in
hybrid imaging”:
Abstract The reconstruction in quantitative coupled physics imaging often requires that the solutions
of certain PDEs satisfy some non-zero constraints, such as the absence of critical points or nodal
points. After a brief review of several methods used to construct such solutions, I will focus on a recent
approach that combines the Runge approximation and the Whitney embedding theorem.

Eldad Haber “Conservative architectures for deep neural networks”: In this talk we discuss architec-
tures for deep neural networks that preserve the energy of the propagated signal. We show that such
networks can have significant computational advantages for some key problems in computer vision

Robert Plato ‘“New results on a variational inequality formulation of Lavrentiev regularization for
nonlinear monotone ill-posed problems”: We consider nonlinear ill-posed equations F'u = f in
Hilbert spaces H, where F' : H — 7 is monotone on a closed convex subset M C H. For given
data f® € H, | f° — f|| < 6, a standard approach is Lavrentiev regularization Fv) + avd = f°, with
v € M and o« > 0 small. Since existence of a solution vJ, € M may only be guaranteed for special
cases, e.g., M = H or M = ball, we replace this equation by a regularized variational inequality, i.e.,
we consider u’, € M satisfying

(Ful + aul — fo,w—ul) >0 foreachw € M.

We present new estimates of the error u%, — u,, for suitable choices of a = a(§), if the solution u, € M
of F'u = f admits an adjoint source representation. Examples like parameter estimation problems or

the autoconvolution equation are considered, and numerical illustrations are also given.

This is joint work with B. Hofmann (TU Chemnitz, Germany), to appear in JOTA.
Thursday:

Erkki Somersalo “A stable Bayesian layer stripping algorithm for electrical impedance tomogra-
phy”’: In electrical impedance tomography (EIT) the goal is to estimate an unknown conductivity
distribution inside a body based on current-voltage measurements on the boundary of the body. Math-
ematically, the problem is tantamount to recovering a coefficient function of an elliptic PDE from the
knowledge of complete Cauchy data at the boundary. Layer stripping method is based on the idea that
the Dirichlet-to-Neumann map of the elliptic PDE can in principle be propagated into the body using an
operator-valued backwards Riccati equation, while simultaneously estimating the unknown coefficient
around the inwards moving artificial boundary. The ill-posedness of the inverse problem manifests
itself as instability of the approach: among other things, the backwards Riccati equation may blow up
in finite time. In this talk, the layer stripping algorithm is revisited in a Bayesian framework, and using
novel ideas from particle filtering and sequential Monte Carlo methods, a stable computational scheme
is proposed and tested numerically.
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Daniela Calvetti “Reconstruction via Bayesian hierarchical models: convexity, sparsity and model
reduction”: The reconstruction of sparse signals from indirect, noisy data is a challenging inverse
problem. In the Bayesian framework, the sparsity belief can be encoded via hierarchical prior models.
In this talk we discuss the convexity - or lack thereof - of the functional associated to different models,
and we show that Krylov subspace methods for the computation of the MAP solution implicitly perform
an effective and efficient model reduction.

Jari Kaipio “Born approximation for inverse scattering with high contrast media”: Born approxima-
tion is widely used for inverse scattering problems with low contrast media. With high constrast media,
the single scattering approximation is not a feasible one and the respective reconstructions are often
rendered useless. In this talk, we consider the inverse scattering problem in the Bayesian framework
for inverse problems. We show that with approximative marginalization, one may be able to use the
Born approximation and, furthermore, compute statistically meaningful error estimates for the index
of refraction.

Claudia Schillings “On the Analysis of the Ensemble Kalman Filter for Inverse Problems and the
Incorporation of Constraints”: The Ensemble Kalman filter (EnKF) has had enormous impact on
the applied sciences since its introduction in the 1990s by Evensen and coworkers. It is used for
both data assimilation problems, where the objective is to estimate a partially observed time-evolving
system, and inverse problems, where the objective is to estimate a (typically distributed) parameter
appearing in a differential equation. In this talk we will focus on the identification of parameters
through observations of the response of the system - the inverse problem. The EnKF can be adapted to
this setting by introducing artificial dynamics. Despite documented success as a solver for such inverse
problems, there is very little analysis of the algorithm. In this talk, we will discuss well-posedness and
convergence results of the EnKF based on the continuous time scaling limits, which allow to derive
estimates on the long-time behavior of the EnKF and, hence, provide insights into the convergence
properties of the algorithm. This is joint work with Dirk Bloemker (U Augsburg), Andrew M. Stuart
(Caltech), Philipp Wacker (FAU Erlangen-Nuernberg) and Simon Weissmann (U Mannheim).

Noemie Debroux “A joint reconstruction, super-resolution and registration model for motion-compensated
MRTI”: This work addresses a central topic in Magnetic Resonance Imaging (MRI) which is the
motion-correction problem in a joint reconstruction, super-resolution and registration framework. From
a set of multiple MR acquisitions corrupted by motion, we aim at -jointly- reconstructing a super-
resolved single motion-free corrected image and retrieving the physiological dynamics through the de-
formation maps. To this purpose, we propose a novel variational model relying on hyperelasticity and
compressed sensing principles. We demonstrate through numerical results that this combination cre-
ates synergies in our complex variational approach resulting in higher quality reconstructions. This is
a joint work with A. Aviles-Rivero, V. Corona, M. Graves, C. Le Guyader, C. Sch??nlieb, G. Williams.

Shari Moskow “Reduced order models for spectral domain inversion: Embedding into the contin-
uous problem and generation of internal data”: We generate reduced order Galerkin models for
inversion of the Schrodinger equation given boundary data in the spectral domain for one and two di-
mensional problems. We show that in one dimension, after Lanczos orthogonalization, the Galerkin
system is precisely the same as the three point staggered finite difference system on the corresponding
spectrally matched grid. The orthogonalized basis functions depend only very weakly on the medium,
and thus by embedding into the continuous problem, the reduced order model yields highly accurate
internal solutions. In higher dimensions, the orthogonalized basis functions play the role of the grid
steps, and highly accurate internal solutions are still obtained. We present inversion experiments based
on the internal solutions in one and two dimensions. This is joint with: L. Borcea, V. Druskin, A.
Mamonov, M. Zaslavsky.
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Weihong Guo “PCM-TV-TFV: A Novel Two-Stage Framework for Image Reconstruction from Fourier
Data”: We propose in this paper a novel two-stage projection correction modeling (PCM) framework
for image reconstruction from (nonuniform) Fourier measurements. PCM consists of a projection stage
(P-stage) motivated by the multiscale Galerkin method and a correction stage (C-stage) with an edge
guided regularity fusing together the advantages of total variation and total fractional variation. The
P-stage allows for continuous modeling of the underlying image of interest. The given measurements
are projected onto a space in which the image is well represented. We then enhance the reconstruc-
tion result at the C-stage that minimizes an energy functional consisting of a delity in the transformed
domain and a novel edge guided regularity. We further develop ecient proximal algorithms to solve
the corresponding optimization problem. Various numerical results in both one-dimensional signals
and two-dimensional images have also been presented to demonstrate the superior performance of the
proposed two-stage method to other classical one-stage methods. This is a joint work with Yue Zhang
(now at Siemens Corporate Research) and Guohui Song (Clarkson University).

Friday:

Fioralba Cakoni “Inverse Scattering Problems for the Time Dependent Wave Equation”: In this
presentation we will discuss recent progress in non-iterative methods in the time domain. The use
of time dependent data is a remedy for the large spacial aperture that these method need to obtain a
reasonable reconstructions. Fist we consider the linear sampling method for solving inverse scattering
problem for inhomogeneous media. A fundamental tool for the justification of this method is the
solvability of the time domain interior transmission problem that relies on understanding the location
on the complex plane of transmission eigenvalues. We present our latest result on the solvability of this
problem. As opposed to the frequency domain case, in the time domain there are no known qualitative
methods with a complete mathematical justification, such as e.g. the factorization method.This is
still a challenging open problem and the second part of the talk addresses this issue. In particular, we
discuss the factorization method to obtain explicit characterization of a (possibly non-convex) Dirichlet
scattering object from measurements of time-dependent causal scattered waves in the far field regime.
In particular, we prove that far fields of solutions to the wave equation due to particularly modified
incident waves, characterize the obstacle by a range criterion involving the square root of the time
derivative of the corresponding far field operator. Our analysis makes essential use of a coercivity
property of the solution of the Dirichlet initial boundary value problem for the wave equation in the
Laplace domain that forces us to consider this particular modification of the far field operator. The
latter in fact, can be chosen arbitrarily close to the true far field operator given in terms of physical
measurements. Finally we discuss some related open questions.

Marco Verani “Detection of conductivity inclusions in a semilinear elliptic problem via a phase field
approach”: We tackle the reconstruction of discontinuous coefficients in a semilinear elliptic equa-
tion from the knowledge of the solution on the boundary of the planar bounded domain. The problem
is motivated by an application in cardiac electrophysiology. We formulate a constraint minimization
problem involving a quadratic mismatch functional enhanced with a phase field term which penalizes
the perimeter. After computing the optimality conditions of the phase-field optimization problem and
introducing a discrete finite element formulation, we propose an iterative algorithm and prove conver-
gence properties. Several numerical results are reported, assessing the effectiveness and the robustness
of the algorithm in identifying arbitrarily-shaped inclusions. (Joint work with E. Beretta and L. Ratti)

Peter Elbau “About using dynamical systems as regularisation methods and their optimal conver-
gence rates”: A regularisation method for a linear, ill-posed problem may be seen as a family of
bounded approximate inverse operators; for example, this family could be given as the solution of a
dynamical system whose stationary limit corresponds to the exact inverse. Showalter’s method, where
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the dynamical system is the gradient flow for the squared norm of the residuum, is a classical example
of this sort of regularisation. Recently, second order dynamical systems have been used for this con-
struction (despite their oscillating behaviour), and this setting allowed for a continuous formulation of
Nesterov’s algorithm which gave an explanation of its fast rate of convergence. In this talk, we want
to restrict ourselves to the case where the inverse problem enters the dynamical system only via the
gradient of the squared norm of the residuum so that we can apply spectral theory to solve the dynami-
cal system explicitly, which allows us to characterise the convergence rate of the regularisation method
uniquely by, for example, variational source conditions.

Outcome of the Meeting and Scientific Progress Made

The meeting took place in a friendly environment with a lot of interactions and many stimulating discussions.
In addition to the scientific talks also a poster presentation was held, which yielded to lively interactions of the
participants.

The workshop combined different aspects and techniques for the solution of inverse problems and image recon-
struction, like machine learning, neural networks, stability, regularization methods in deterministic and stochastic
settings and uncertainty quantification. The participants could identify some common view points. For instance,
dynamical methods for solving inverse problems in a deterministic and a stochastic setting differ by the consid-
eration of noise. Indeed, while in uncertainty quantification a time dependent noise process is considered, in the
deterministic setting noise is static. However, both approaches have the same goal: to establish and analyze new
methods for solving applied inverse problems. The similarities became evident in the talks of Daniela Calvetti,
Claudia Schilling and Peter Elbau, respectively, and allow for a synergetic point of view. Dynamical approaches
for registration and general imaging problems where discussed in the talks of Gabriele Steidl, Adrian Nachman
and Luca Rondi. Here the considered analytical methods are the calculus of variations.

When discretizing inverse problems, stability becomes the dominant question, and the analysis of such was
a common topic along many presenters, like Elisa Francini, Matteo Santacesaria and Bernd Hoffman. Stability
could be investigated in a deterministic and a stochastic setting as well. Interestingly merging of the discrete
setting with the continuous world is still not fully understood and a series of open questions needs to be solved. In
particular, appropriate discretization spaces are still limited to piecewise constant and simple finite element spaces,
while adaptive and advanced spaces like reduced basis spaces have not been investigated. The need of appropriate
discretization in electrical impedance tomography has been documented in the talk by Matteo Santacesaria as an
open question. Erkki Somersalo presented a stable layer stripping method for solving the problem of EIT in a
stochastic setting. Similar as EIT also inverse scattering problems have been a driving source for inverse problems
in general and regularization theory in particular. Fioralba Cakoni has reported on scattering problems for the wave
equation. Jari Kaipio presented Born approximation methods for solving inverse scattering problems, which then
were solved by a Bayesian regularization method.

Uniqueness of inverse problems was the main issue in the talk of Giovanni Alberti, who showed uniqueness
results for hybrid inverse problems. While on the other hand Shari Moskow showed how to generate highly
accurate internal data using reduced order models that are used in hybrid inverse problems.

Machine learning has become a major research topic in inverse problems: the expanding area is yet not well
structured scientifically and it is indeed necessary to provide mathematically well defined problem formulations.
The talks of Lars Ruhotto and Eldad Haber were highlights in this perspective: by presenting a class of neural
networks with connections between layers at distance greater than one, which is the standard setting, they intro-
duced a links to dynamical systems and differential equations; this approach relates the usual problem of weight
determination in machine learning to parameter identification in partial differential equations. In the reverse direc-
tion, deep Learning and methods from artificial intelligence have been identified as new tools for solving inverse
problems. Although the mathematical theory of machine learning is still at a premature stage there are already a
series of well-established connections, such as to constrained optimization and to parameter identification in partial
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differential equations. Therefore this workshop can be considered as one of the first in which continuous limits of
machine learning algorithms (layer to infinity) were shown. A careful investigation of continuous limits of discrete
dynamical systems was presented in Uri Ascher’s talk - he also showed how this algorithms can be used to solve
inverse problems. Very intriguing was the talk of Peter Kuchment who explained his point of view of machine
learning in the context of highly ill-posed problems in security applications with very little information on the
object. In this case data driven models might outperform model driven approaches.

The field of regularization was covered in a wide generality: Novel aspects of infinite dimensional regular-
ization theory in a deterministic setting were discussed in the talks of Markus Grasmair, Robert Plato, Barbara
Kaltenbacher and Bernd Hofmann. Numerical methods for solving convex optimizations problems of regularized
inverse problems were discussed in several talks, such as in particular in Antonio Leitao’s talk.

Imaging problems, in particular with magnetic resonance data has been considered by Noemie Debroux, Wei-
hong Guo and Simon Arridge. Here one could learn about (dynamical) total variation denoising and filtering.
Simon Arridge combined and replaced filtering techniques by learning methods.

The speakers were chosen from all levels of the academic career: recent Ph.D.s (e.g., Noemie Debroux) were
given the possibility to present their work alongside the more senior researchers in the field of inverse problems.

Peter Kuchment: Detecting presence of emission sources with low SNR. ”Analysis” vs deep learning. Emission
problems with detective sensitive sensors. << 0.1% SNR. Anger Camera (collimination) not useful. Alternatives
Compton cameras (better suited), Measures integrals over cones (a lie when the counts are low). Survey in IP in
2018 on Compton imaging. Deep learning techniques as alternative for source location by backprojection. Elisa
Francini: Stable determination of polygonal domains. Stability in the Calderon problem with pw constant functions
and polygonal domains.

Matteo Santacesaria: Infinite-dimensional inverse problems with finite measurements. Stability estimates with
only a finite number of measurements.

Ekaterina Sherina: Quantitative PAT-OCT Elastography for Biomechanical Parameter Imaging. Parameter
estimation. Lars Ruhotto: Convolution neural networks motivated from PDEs. Deep learning and optimal controls.
Claudia Schillings Giovanni Alberti
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Chapter 14

Algebraic and Statistical ways into
Quantum Resource Theories (19w5120)

July 21 - 26, 2019

Organizer(s): Francesco Buscemi (Nagoya University), Eric Chitambar (University of Illinois
Urbana-Champaign), Gilad Gour (University of Calgary)

Overview of the Field

Quantum information science is one of the most active, intellectually stimulating, and technologically promising
areas in science. It offers a unique opportunity to engage in a wide variety of topics, such as the mathematical
and logical foundations of quantum theory, the theory of quantum computation and quantum Shannon theory, and
practical applications like quantum cryptography and quantum sensing. Within quantum information science, an
increasingly important role is played by quantum resource theories (QRTs), a collective name accounting for the
fact that some distinctive features of quantum mechanics, like entanglement and coherence, are not just qualitative
traits of quantum systems, but are “tangible resources’ that can be extracted, transformed, traded for one another,
and transferred from one system to another [1]]. It is quite natural to apply a resource-theoretic outlook to the study
of quantum systems since processes like decoherence rapidly eliminate most quantum behavior of a system. Like

an oil digger, one must exert considerable experimental effort to witness and control the subtle effects of quantum
mechanics.

The basic idea of a quantum resource theory is to study quantum information processing under a restricted
set of physical operations. The permissible operations are called “free,” and because they do not encompass all
physical processes that quantum mechanics allows, only certain physically realizable states of a quantum system
can be prepared. These accessible states are likewise called “free,” and any state that is not free is called a resource
state. Thus a quantum resource theory identifies every physical process as being either free or prohibited, and
similarly it classifies every quantum state as being either free or a resource.

The most celebrated example of a quantum resource theory is the theory of entanglement. For two or more
quantum systems, entanglement can be characterized as a resource when the allowed dynamics are local quantum
operations and classical communication (LOCC). For example, as depicted in Fig. [T4.2] Alice and Bob may be
working in their own quantum laboratory while being separated from each other by some large distance. Due to
current technological limitations, the only communication channel connecting their laboratories is classical, such
as a telephone. Hence Alice cannot directly send quantum states to Bob and vice versa, and the free operations
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in this resource theory consists of LOCC. While the classical communication channel allows for the preparation
of classically correlated states between the two laboratories, not every type of joint quantum state can be realized
for Alice and Bob’s systems using LOCC. A state is said to be entangled, and therefore a resource, precisely when
it cannot be generated using the free operations of LOCC. For instance, if Alice and Bob each control a single
spin-1/2 quantum system, the singlet state \/1/2(|01) — |10)) cannot be created by LOCC and it is therefore called
an entangled state.

Inspired by the success of entanglement theory, researchers have adopted the resource theory framework within
many other areas of quantum information and physics. For example, asymmetry and quantum reference frames,
quantum thermodynamics, quantum coherence and superposition, secret correlations in quantum and classical
systems, non-Gaussianity in bosonic systems, “magic states” in stabilizer quantum computation, non-Markovianity
in multi-part quantum processes, nonlocality, and quantum correlations have all been studied as resource theories.
Even more foundational objects such as contextuality and Bell non-locality have been envisioned as resources
within quantum information theory.

At the same time, operator theory and mathematical statistics represent two very deep, extremely active, and
intimately interconnected areas of mathematics that have provided the formal basis for the development of sta-
tistical mechanics, quantum theory, and quantum field theory. Notions like “algebra of observables,” “complete
positivity,” or “quantum hypothesis testing” have appeared very soon after the inception of quantum theory and
have been used ubiquitously ever since. Developments in quantum physics have often served as inspiration for new
results in operator theory and statistics. These fields have largely benefited from mutual influences, cross-breeding,
and feedbacks.

It has recently been discovered how generalized resource theories carry many similarities with the theory of
“statistical comparisons” in mathematical statistics. In the latter, the statistician is interested in answering questions
like, “Is one statistical test more informative than another one in deciding between alternative hypotheses?” or
“Which statistical test, chosen among a set of alternatives, is the most informative one?” The theory of statistical
comparison was established in the 1950s by work of Blackwell, Sherman, and Stein (BSS), as a generalization of
the theory of majorization.

The theory of quantum statistical comparison has advanced as an emerging area in quantum statistics, with
important contributions that extends initial quantum generalizations of the classical BSS theory [6] to the approx-
imate case [29] and the case of infinite dimensional quantum systems [7]. Extremely important connections with
the theory of operator Schur-convexity have also been explored [42]. The program of quantum statistical compar-
ison has become intertwined with the program of characterizing generalized entropy for quantum systems via the
notion of “reverse tests” [9]].

Recent work has shown how the theory of statistical comparison can provide a new insight into quantum re-

Figure 14.1: In a quantum resource theory, the precious commodity is some physical property or phenomenon that emerges
according to the principles of quantum mechanics. The paradigmatic example is quantum entanglement.
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source theories, in particular, quantum nonlocality [[10], and quantum thermodynamics and the resource theories
of asymmetry and coherence [2} 3]]. Indeed, the only (to date) known complete set of necessary and sufficient con-
ditions for arbitrary quantum state transformation under thermodynamic processes [4] has been obtained using the
framework of quantum relative majorization [S]] and quantum statistical comparison [6]. This workshop aimed to
create new links between operator theory, mathematical statistics, and the burgeoning field of quantum information
science — in particular, quantum thermodynamics and generalized resource theories.

Presentation Highlights and Scientific Progress Made

This workshop united over forty international researchers to present their work on QRTs, discuss recent results,
and stimulate new research directions. The results and scientific work covered in the workshop are summarized in
the following.

¢ General Structures of QRTSs

One of the advantages to adopting a resource-theoretic approach to studying some quantum phenomenon is
that it allows one to leverage techniques and analytic tools that apply to general QRTs. Recent work has
focused on identifying key structural properties shared by all QRTs that satisfy certain mild conditions. In
this workshop, some general features that emerge when casting QRTs in terms of von Neumann subalgebras
were covered [[L1]. Complementary findings for the task of one-shot resource cost and distillation in general
QRTs were also discussed [12]. It was further shown how the resource objects in any QRT with convex
structure have an operational interpretation of being advantageous in some channel discrimination task [13]].

* Quantum coherence and thermodynamics. The QRT of quantum coherence analyzes the operational
utility of superposition and off-diagonal elements in the density matrix. In this workshop, techniques for
computing the robustness measure of coherence were demonstrated [14]. Recent work on extending coher-
ence theory to the level of quantum operations and superchannels was also presented [[15]]. Applications to
clock synchronization via coherence distillation were discussed [16]. In the QRT of thermodynamics, an
application to molecular transitions and their thermodynamics costs was described [17].

¢ Entanglement and nonlocality Quantum entanglement and nonlocality are two quintessential quantum
resources that emerge in multipartite systems. In the workshop, recent efforts to understand the structure
of multipartite entanglement from a QRT perspective were described [18]]. Quantum entanglement is the
key resource in performing quantum teleportation, and new bounds in the asymptotic cost of port-based
teleportation were presented [19]. Entanglement is also used for “embezzling” state transformations, and a
rigorous analysis of quantum embezzlement was conducted within the context of a QRT [20]. A resource
related to entanglement is quantum nonlocality, and its presence is detected through the violation of a Bell
Inequality. Recently, such violations have been shown to certify the type of quantum state shared between
the different parties, and some results in this direction were presented [21]].
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Figure 14.2: Quantum entanglement is a quantum resource in the “distant-lab” scenario where the free operations are LOCC.
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* Quantum computation. QRTs for quantum computation attempt to identify the properties of quantum
systems that enable them to perform certain computations seemingly faster than the best classical algorithms.
New measures of quantum computational “magic” were discussed as well as new bounds on magic state
convertibility [22,23]]. In addition, an updated analysis of the matchgate quantum computational model and
its classical simulation were presented [24]].

* Pairwise conversion of resources. A particular problem arising in all QRTs is to determine when one
pair of resource states (p1,01) can be transformed into another (p2, o2) using a free operation in the QRT.
An analysis of this problem in general majorization-based QRTs was presented [25, 26]. These results
included the case of converting pairs of states from one to the other, and variations to this central problem
were analyzed both in the one-shot and asymptotic settings [27} 28]. The problem was also extended to the
pairwise convertibility of quantum channels [29].

* Quantum Shannon Theory Quantum Shannon Theory exemplifies a QRT in that it studies the convert-
ibility between different information-theoretic resources in the presence of restrictions. New tools in the
study of quantum information systems were presented including entropic continuity bounds [30], improved
decoupling techniques [31]], and De Finetti Theorems for Quantum Channels [41].

* Quantum channels and superchannels. A dynamical QRT studies properties of quantum channels and
quantum measurements. Work was presented showing how the structure of devices can be inferred from
the study of classical output data [33) 134} 135]. The general theory of quantum superchannels and quantum
combs was surveyed [36]. In addition, a framework for quantifying the resourcefulness of quantum channels
was described in considerable detail [37, [38]]. Specific applications discussed include the Quantum Zeno
Effect [39].

Open Problems

A highlight of the workshop was the two open problem sessions. All participants were encouraged to pose an
interesting problem to the community related to quantum resource theories. Here we record the open problems
that were presented.

e Parallel versus sequential strategies for quantum channel discrimination - Presenter: Mark Wilde.
Comment: A solution to this problem has recently been given in arXiv:quant-ph/1909.05826 with
an acknowledgement of the workshop.. An experimenter has access to one of two unknown quantum
channels, NV or N>, that both act on system S. The goal is to identify which of the two channels is given
in the many-copy setting. A parallel discrimination strategy involves applying n copies of the channel to an
entangled state p/*>" and them performing a joint measurement on the outcome state id®" @ N2" (pf5™).
Based on the measurement outcome, a guess is made to the channel’s identity 7. In the language of hypothe-
sis testing, it is known that the optimal rate for the type-two error exponent is given by a regularized channel
relative entropy [40]: D> (N7 [|N2) = limy, 00 £ DINP™||NG™), where

n

D(N:|[N2) = sup D(id"™ @ N (477)[[id" @ Na (7).
P RS

In contrast, a sequential discrimination strategy does not involve using all n channels at once; rather, the
output of the j** channel can be used in the 5" +1 input. In the sequential setting, the optimal discrimination
rate is given by the amortized relative entropy [41]:

DAWNIN2) = sup D(id" @ N1 (p™)[[id" @ Na (o)) — D(p"| o).
pRS GRS
In general the adaptive strategy is no worse that the parallel strategy, in the sense that

D™ (N1[|N2) < DA(NL[N2). (0.1)
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For classical channels and quantum-classical channels it is known that this inequality is tight. The open
problem is to determine whether there exists quantum channels in which this is a strict inequality, that is,
whether adaptive discrimination can be strictly more powerful than parallel discrimination.

Second-order asymptotics in pairwise state convertibility - Presenter: Marco Tomamichel. Given two
pairs of quantum states (p1,01) and (p2, 02), a general problem is to decide whether there exists a quantum
channel £ such that £(o1) = 02 and £(p1) ~ p2. Such a transformation can be denoted as

(p1,01) —¢ (p2,02),

this question arises in QRTSs defined by some fixed point constraint on the allowed maps £(o1) = o1, such
as Gibbs-preserving maps in thermodynamics. In the special case of € = 0, the solution is known [42] 5]
The asymptotic version of this problem considers the largest rate R such that for all € > 0 there exists a
sufficiently large n such that

(P70 = (37", 05 1).

It is known that the optimal R is given by [28| 43]]

D(P1||01)
D(pzloz)”

However, the second-order terms in the rate are not known, and the open problem is to characterize, for a

given n and ¢, the exact achievable values R,, . such that (p&", 0&") —_ (pSfme" g2 Hnem).

R = 0.2)

Sequential channel simulation - Presenter: Andreas Winter. The Reverse Shannon Theorem addresses the
problem of simulating a given quantum channel N using one-way classical communication channels plus
local operations with unlimited shared entanglement (LOSE) [44, 45]. In terms of resource transformation,
this can be expressed as

IR-[c = ¢ + (LOSE) — N®!,

which says that [ R bits of classical communication with LOSE can simulate [ copies of A/. In this setting,
LOSE represents the free operations in the QRT, and the goal is to find the minimal rate R for which this
transformation is possible. Notice that this describes a parallel simulation of A/ in the sense that N'®! is
an object that acts on [ input spaces all at once. A more general simulation involves reproducing [ uses of
N that may be applied in a sequential manner. Figure[T4.3|provides an example of three sequential uses of
N. The goal is to simulate such a dynamical resource using classical communication and LOSE, and the

Rp
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Figure 14.3: Three sequential uses of V.

sequential simulation cost is the smallest rate of classical communication needed to faithfully simulate n
sequential uses of AV, as n — oco. The open question is whether there exists channels in which the sequential
simulation cost is strictly larger than the parallel simulation cost.

Catalytic entropy conjecture - Presenter: Paul Boes. The catalytic entropy conjecture proposes necessary
and sufficient conditions for the catalytic convertibility of one state p{ into another p5 by unitary evolution.
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Namely, it says that when the spectrum of p; and p, are inequivalent, there exists a catalytic state o€ and
joint unitary U*¢ such that

Tre [U(pf ® 09)UT = ps and Trg [U(pf @ 09)UT] =0 (0.3)

if and only if S(p1) > S(p2) and rk(p1) > rk(p2). Eq. (0.3) characterizes the catalytic convertibility of p
into p’, and such a problem appears naturally in the QRTs of thermodynamics and entanglement [46]. The
conjecture here is that the von Neumann entropy is unique measure for deciding catalytic convertibility. If
true, it would provide an operational interpretation of the von Neumann entropy in the single-shot setting,
in contrast to standard i.i.d. interpretations of the von Neumann entropy. The open problem is to prove
or disprove the catalytic convertibility conjecture, and recent work in this direction can be found in Refs.
[46! 471, as well as a formal statement of the problem at [48]].

Realization of Completely PPT-Preserving Superchannels - Presenter: Gilad Gour. A bipartite quantum
channel N 4oBo—=41B1 g called PPT if it remains completely positive when composed with partial trans-
pose maps. That is, N/4oBo=>41B1 g PPT if TA41 o N AeBo—>A1B1 o 740 > () where T is the transpose
operation on the given system. Such maps play an important role in the study of entanglement since they
provide a mathematically-friendly relaxation on the class of LOCC [49]. A superchannel ©45 —AB g
called completely PPT-preserving if 14B N AZBE] is PPT for any PPT channel A/ AABB  where A
and B are arbitrary auxiliary systems and 14B is the identity supermap [50]. A general superchannel can
be realized by pre-processing quantum channel that is connected to some post-processing channel via an
auxiliary memory system. If these pre- and post-processing channels are themselves PPT, then the resulting
superchannel is completely-PPT preserving (see Fig. [I4.4). The open problem is whether every completely
PPT-preserving superchannel can be realized in this way.

Ra
b L A A
e PPT B NAB B, PPT B
Ry

Figure 14.4: One type of completely PPT-preserving superchannels is composed of pre- and post-processing PPT
channels. Can all completely PPT-preserving superchannels be built in this way?

* Entanglement Distillation using Local Incoherent Operations - Presenter: Eric Chitambar. In the quan-
tum resource theory of coherence, one is restricted to performing some family of quantum operations that
cannot generate coherence. The most commonly studied are the so-called incoherent operations [51]. These
operations can be extended to bipartite systems, and when additional locality constraints are placed on the
operations, one arrives at a resource theory in which only local incoherent operations and classical com-
munication (LIOCC) are free. The canonical resource states are local maximally coherent bits (cobits),
|4 and |1 )P where |¢4) = /1/2(|0) + |1)), as well as a maximally entangled coherent bit (ecobit)
|®+) = \/1/2(]00) + |11)). A general distillation protocol then involves converting a given bipartite state
pAB into a triple of cobits and ecobits (see Fig. . The problem of asymptotic distillation for a pure state
|U)45 has been studied in Ref. [52], and an optimal point in the rate region has been identified as

(Rfm RE)’ RAB) = (07 S(Y|X)A(\I/)7 I(X : Y)A(‘I’))a

eco
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where A(W)XY is the fully classical state obtained from locally dephasing |¥)4Z. However, it is known that
higher entanglement rates RAZ are achievable at the cost of reducing the coherence rate RZ, but optimal
rate has not been solved. The open problem is to determine the largest achievable rate of ecobit distillation
from an arbitrary pure state |¥)4Z using LIOCC.
AB
p

f—;\

LioccC

A'B’
(I)-i-

Figure 14.5: In the resource theory of distributed coherence, an operational task is to distill local coherent bits
¢+ and (bf as well as entangled coherent bits CDﬁB . In general there will be a trade-off in distillation rates.

* Tightening of the Alicki-Fannes Inequality - Presenter: Mark Wilde. The Alicki-Fannes Inequality puts a
bound on the difference of conditional von Neumann entropies [S3], and it reads

S(AIB), — S(AIB),| < 4elog, |A| + 2h(c), 0.4)

where € > ||p — o1 and h(e) = —eclogy,e — (1 — €)log,(1 — €). This is a useful inequality in quantum
information theory as it establishes a uniform continuity bound on the conditional von Neumann entropy.
Recently, the RHS has been tightened to 2¢ logy [A[ + (1 + €)h(1=2) [54], however it is not known whether
this is optimal in the sense that it can be satisfied by certain pairs of states. For classical-quantum (CQ)
states, an improvement can be made by replacing the RHS with e log, (|A| — 1) + ha(e), and this is known
to be optimal [55]. The open problem is whether the Alicki-Fannes Inequality can be improved in the fully
quantum case to the following form, which would be tight using the pair of states used in Remark 3 of [54]:

IS(A|B), — S(A|B),| < logy(|A[> — 1) + h(e). 0.5)

Outlook

A common theme in physics is the unification of theories and models that at first glance may seem completely
unrelated. Most notable in this regard is the successful unification of the three non-gravitational forces in nature.
Such an amalgamation not only leads to new discoveries, but it also has the potential to profoundly change the
way we perceive the world around us. With the advent of quantum information science, many seemingly unrelated
properties of physical systems, such as entanglement, asymmetry, and athermality, have now become recognized
as resources. This recognition is profound as it allows them to be unified under the same roof of quantum resource
theories. Entanglement, athermality, and asymmetry, are no longer regarded as just interesting physical properties
of a quantum system, but they now emerge as resources that can be utilized and manipulated to execute a variety
of remarkable tasks, such as quantum teleportation.

This BIRS workshop has focused on the interface between quantum resource theories, operator theory, and
(quantum) mathematical statistics. We believe the results presented at the workshop and the discussions shared by
its participants will have a lasting impact on all the fields involved. It is an exciting time for quantum resource
theories, and we thank BIRS for providing the opportunity to further advance this important subject.
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British Columbia)

Overview of the Field

Overview of the subject area of the workshop

Universality and integrability. Complex physical systems with many degrees of freedom cannot typically be
described deterministically; solving an equation with N' = 1023 variables is not feasible unless it has a special
structure allowing for explicit solutions. Moreover, precise details of the system and the initial conditions are
often known only statistically and not exactly. On the crudest level of description, random effects cancel out and
effective equations for a few macroscopic physical variables become accurate - a fundamental mechanism that
justifies thermodynamics, statistical physics and fluid dynamics. On a finer scale, quite surprisingly, fluctuations
around these macroscopic variables tend to exhibit universal behavior.

Universality within and between complex random systems is a striking concept which has played a central role
in the direction of research within probability, mathematical physics and statistical mechanics. Complementary to
universality, is the exact description of the behaviors that are supposed to be universal as well as the determination
which systems are supposed to display them.

The historical example is the Gaussian distribution emerging from the central limit theorem. Since its discovery
more than two hundred years ago, it has proved to be an incredibly versatile and robust tool explaining randomness
in the physical world, under the assumption of some underlying independence. Systems accurately described in
terms of this distribution are said to be in the Gaussian universality class.

Ongoing efforts to understand this universality class are essentially of two types. First, integrability consists
in finding possibly new statistics for a few, rigid models, with methods including combinatorics and represen-
tation theory. Second, universality means enlarging the range of models with random matrix statistics, through
probabilistic methods.

In recent years there has been an immense amount of progress in the rigorous mathematical understanding of
certain universal scaling limits, not only on the universality and integrability fronts, but also both in equilibrium
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and non-equilibrium statistical physical systems. On the random matrix side, microscopic scaling limits are often
described in terms of determinantal or pfaffian point processes. On the non-equilibrium side, systems like growth
processes are described through the Kardar-Parisi-Zhang universality class. There is reason to believe that these
two directions share many (as of yet) unexploited relationships. For instance, the field of quantum integrable
systems was developed to study equilibrium systems, but has now found itself center stage in the KPZ universal-
ity class. Conversely, methods developed in stochastic PDEs for non-equilibrium systems have begun to make
their way into constructive field theory, and the dynamics of Dyson Brownian motion proved to be essential to
understand static spectral universality.

We give below a succinct overview of recent progress for random matrices, with the key technique of dynam-
ics, and the recent progress on the KPZ universality class.

The Wigner-Dyson-Mehta conjecture. As a first test for his paradigm, Wigner conjectured - together with Dyson
and Mehta - that the microscopic eigenvalue statistics of large symmetric matrices with independent entries - so-
called Wigner matrices - do not depend on the distribution of the matrix elements [57,46]. This is an analogue of
the central limit theorem for eigenvalue statistics at the microscopic scale, but with a non-Gaussian limit. Along an
important series of breakthroughs in the past ten years, the Wigner-Dyson-Mehta conjecture has been proved,
enlarging the universality class from the integrable Gaussian ensembles to the Wigner matrices: the Gaudin-
Mehta and Tracy-Widom distributions appear naturally as a simple transform with input independent, arbitrarily
distributed, random variables ( see e.g. [28} 15630, 29]).

The universality class has subsequently been enlarged to many other models, as was done recently for covari-
ance matrices, $-ensembles, matrices with correlated entries, matrices of free-convolution type, Erdgs-Rényi and
d-regular random graphs.

Universality for these models may use a variety of tools including the Itzykson Zuber integral, the Lindeberg
principle, transport maps and multiscale analysis. However, for all of these models, possibly the most fundamental
idea - introduced by Erdds, Schlein and Yau [28]] - consists in using dynamics to prove the - static - universality
result by interpolation.

Dynamics. The Dyson Brownian motion [10] describes the dynamics of eigenvalues of random matrices, when
matrix entries follow standard independent Brownian paths. At the technical level, the analysis of Dyson Brow-
nian motion can be performed either through hydrodynamics or probabilistic coupling. Erdds, Schlein, Yau and
Yin proved that this dynamics reaches local equilibrium very rapidly, so that the noise regularization could be
effectively removed by density arguments.

From a more general perspective, non-equilibrium dynamics describes systems which are in motion. Examples
include fluid dynamics, weather, and models in the biological sciences. Although nonequilibrium dynamics are
ubiquitous in the real world, it is one of the most challenging domains of mathematics and physics. Unfortunately
we still have only limited mathematical tools to analyze general dynamics, but at least the Dyson Brownian motion
is now well understood even for arbitrary initial conditions.

The following two particular models of stochastic dynamics became better understood in recent years and are
of particular interest: the Kardar- Parisi-Zhang (KPZ) equation for its own sake, and Dyson Brownian motion for
its applications, as previously mentioned. It is a remarkable fact that the fluctuations of the KPZ solutions are very
closely connected to random matrix theory, through the Tracy Widom distribution(s).

Kardar-Parisi-Zhang. The KPZ equation is a stochastic equation in one dimension which has elements of
“stochastic integrability”. It is also related to asymptotic representation theory. A substantial part of the pro-
gram was centered around the KPZ equation. Originally, the equation was proposed by Kardar, Parisi, and Zhang
(1986) [42] to describe the motion of growing fronts. Large scale mathematical activities started in the seminal
work of Baik, Deift and Johansson (2000) [4]. The wide interest in the KPZ equation stems from its role in con-
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necting seemingly different mathematical worlds, in particular, Dyson’s Brownian motion, quantum Toda chain
and related integrable models, statistical mechanics of line ensembles, directed polymers in a random medium,
tilings, stochastic lattice gases, and stochastic conservation laws in one dimension. During recent years, a wide
spectrum of advances have been achieved. We list only a few examples:

(i) Hairer’s rigorous and robust regularity theory structures gave firm grounds to the KPZ equation [36,37].

(i1) Universality of the KPZ equation. Based on heuristic arguments, one expects the KPZ equation to be “uni-
versal” in the sense that microscopic models of surface growth presenting either weak noise or a weak asymmetry
is expected to converge to the KPZ equation when viewed at a suitable large scale. Some results were recently
established rigorously for a class of continuous models. (Hairer, Quastel [39]).

(iii) More recently, a clear understanding of the KPZ fixed point for any initial data was provided in a key result
of Quastel, Matetski and Remenik [45]].

These recent progresses raise questions about universality of discrete models supposed to converge to the KPZ
fixed point. For example, one natural question is whether ASEP models exhibit the whole range of possible limit-
ing behaviors discovered in (iii).

Delocalization and universality beyond mean field. In Wigner’s original theory, the eigenvectors play no role.
However, their statistics are essential in view of a famous dichotomy of spectral behaviors, widely studied since
Anderson’s tight binding model [3]] for conductor-insulator transition: random matrix eigenvalue distributions
should coincide with delocalization of eigenstates, while Poisson and Gaussian universality classes for the spec-
trum occur together with localization. The localized phase is well understood since the early work of Frohlich
and Spencer [33], but delocalization and random matrix universality have still not been proved for any operator
relevant in physics. Indeed Wigner matrices are mean field models - all matrix entries are random - which strongly
limits their physical relevance. An outstanding problem consists in proving the Anderson transition phenomenon
for at least one model.

One well-known such model is given by band matrices (see e.g. [55]]): each point in space randomly interacts
only with a finite-range of neighbours. These matrices are believed to exhibit the insulator-conducting transition,
as famously conjectured twenty five years ago by Fyodorov and Mirlin [34]]: for example, in dimension 1, if
the random band has width greater than N'/2, with N the matrix dimension, the system is supposedly delocal-
ized, otherwise it is localized. Very little is known about the delocalized phase. Recently, a mean field reduction
technique was introduced to identify the eigenvalue statistics for some non mean field band matrices [9,[10]. Inter-
estingly, this reduction technique means that universal spectral statistics follow from quantum unique ergodicity of
the eigenvectors, a notion of delocalization introduced by Rudnick and Sarnak in the context of the Laplacian on
manifolds [50].

Another very intriguing idea is the supersymmetric (SUSY) approach that explicitly computes local statis-
tics of quite general disordered models, including the Anderson model, but it uses mathematically ill-defined
saddle point analysis on Grassmann integrals [27]. Currently there is no idea how to remedy this unfortunate
situation where physicists have found an obviously powerful tool but mathematicians failed to create its rigorous
foundations. Nevertheless, some aspects of SUSY analysis can be made rigorous and have been used to analyse
band matrices [24} 151,152, 153} 154].

Statement of the objectives of the workshop

The focus of this workshop was to enlarge the basin of attrac